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Abstract: Data type and amount in human society is growing in amaziegdpvhich is caused by emerging new services as cloud
computing, internet of things and location-based seryitesera of big data has arrived. As data has been fundamestalrce, how to
manage and utilize big data better has attracted muchiatte&specially, with the development of internet of thinigew to processing
large amount real-time data has become a great challengséanch and applications. Recently, cloud computing tdogy has
attracted much attention with high-performance, but hows®e cloud computing technology for large-scale real-tiaa ghrocessing
has not been studied. This paper studied the challengeg afaba firstly and concludes all these challenges into siesssln order

to improve the performance of real-time processing of latgi, this paper builds a kind of real-time big data proces$éRTDP)
architecture based on the cloud computing technology asdhoposed the four layers of the architecture, and hiei@ccomputing
model. This paper proposed a multi-level storage model laad.MA-based application deployment method to meet thetieed and
heterogeneity requirements of RTDP system. We use DSMS, k:#éh-based MapReduce and other processing mode and FPGA,
GPU, CPU, ASIC technologies differently to processing theadat the terminal of data collection. We structured the datd then
upload to the cloud server and MapReduce the data combirtadivei powerful computing capabilities cloud architecturiis paper
points out the general framework for future RTDP system aaldutation methods, is currently the general method RTDfResy
design.

Keywords: Big data; cloud computing; data stream; hardware softwaréesign; CEP

1 Introduction International Development?], raising a research boom

of Big Data. The report explored how to make a better use
With the development of internet of things, various of the data to generate good social profits in the new data
large-scale real-time data processing based on real-timgeneration mode, and focused on the integration and
sensor data are becoming the key of the construction ofitilization of mobile data produced by individual and
EPC (epcglobal network) application currently. The other data. In March, the U.S. government released “Big
academia, the industry and even the government institut®ata Research and Development Initiatia}*{fo put the
have already begun to pay close attention to big dataesearch of Big Data on the agenda, and officially
issues and generated a keen interest. launched the “Big Data development plan”.

In May 2011, the world-renowned consulting firm The academia started the study of big data much
McKinley released a detailed report on big data Big data:earlier. In 2008, “Nature” had launched a special issue of
The next frontier for innovation, competition, and Big Data HM]; Computing Community Consortium
productivity [1], sparking a broad discussion of Big Data. published a report entitled “Big data computing: Creating
The report gave a detailed analysis of the impact of bigrevolutionary breakthroughs in commerce, science, and
data, key technology and application areas. In Januargociety”[5], elaborated the necessary technology to solve
2012, Davos World Economic Forum released a reporthe big-data problem and some of the challenges faced in
entitled “Big Data, Big Impact: New Possibilities for the context of data-driven research. In February, Science
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launched “dealing with Data” special issu],[ mainly issue the corresponding instructions to the site sensing
discussing the Big-Data problems in scientific study andterminals, such as what extinguishing agent used for
indicating the importance of big data for scientific rescue, how to protect peoples safety in the site of the
research. Some well-known American experts andincident and how to help the firemen to rescue. At the
scholars in the field of data management from thesame time, the information gathered by sensing terminals
perspective of a professional study, jointly released aand instruction information must arrive information
white paper “Challenges and Opportunities with Big gathering or processing terminal in real time and make
Data’[7]. This white paper from an academic perspectiverelevant decisions. The loss caused by that
described the generation of large data, analyzed thelecision-making information cant be conveyed in real
processing of large data and proposed a large number dfme is also incalculable, so real-time processing of large
challenges faced by the big data. data is particularly important.

The hot research of Big Data doesnt mean that people Stability: the areas covered by Real-time processing
have a deep understanding of big data. So far, people dof big data are mostly closely related to the people such
not have a clear and uniform definition of big data, andas Smart City‘s intelligent transportation systems and
remain a lot of doubt and controversy on its key high-speed train control system, and mostly highly
technologies and its applicatio®[Whats more, an issue associated with infrastructure which also determines the
of concern is that the real-time processing of this massiveeal-time data processing system in a large system
heterogeneous stream data is a huge challenge, and themechitecture, hardware and software equipment and other
is lack of support for massive real-time data processingaspects must possess high stability.
framework and implementation techniques. The Large-scale: As discussed above, real-time big data
processing of this real-time stream data is much differenfprocessing systems are often closely related to urban
from that of static data. It needs to meet the extremelyinfrastructure and major national application, so its
high data throughput and strict real-time requirementsapplication is often a huge scale. Such as smart city
For example, smart grid systems require a real-timeintelligent transportation system, once the largest
monitoring for the nationwide network, automatically real-time data analysis and decision are made, it often
control the power of disaster areas in the event of stormsaims at transportation decision-making at a provincial and
rain and snow disasters and other special circumstancasunicipal level or even a national level, and has a
before causing significant losses, avoid secondansignificantimpact on the national life.
disasters caused due to power issue and at the same time Recent years, many experts and scholars have made a
save energy as much as possible, and distribute enerdgt of research on large data processing methods.
rationally. For large area power monitoring itself invadve Especially after “Nature” released “Big Data” issue in
a large data processing problem. However a regulatior2008, many scholars’ research on big data is in full swing.
before the disaster needs to be made in a very period tim&lany researchers has made numerous studies on large
and when the second disaster caused by power occurs, @ata processing methodq][12][13][14][15], and
error analysis, a fault location and a troubleshootingproposed many efficient big data processing algorithms,
should be done in a very short time, otherwise it will but also led to a lot developments in many new research
cause huge losses to the residents as well as the countrgreas. For example the papé&#6] thought that the theory
Like the “810” blackout in United States which brought and the algorithm framework built by the whole
American tens of billions of losses as well as “814” in relationship network underlying the big data is an
Canada which caused huge losSH4[0]. important area after the theory of quantum mechanics;

Thus, the research of real-time big data has greapaper 7] introduced the challenges and opportunities
application prospect and research value. Because of thihat big data research would meet and also pointed out
real-time and the large scale of data processing and othehat the real-time processing of large data was one of the
features that real-time big data requires make the studyuture research directions.
for real-time big data processing challenging, mainly in  This paper, beginning with the nature of big data
real-time, stability and large-scale etc. issue, briefly introduces the basic concept of large data,

Real time: Real-time processing of big data mainly and analyzes characteristics of big data, challenges
focuses on electricity, energy, smart city, intelligent real-time big data processing met and the differences
transportation, and intelligent medical fields. During the between real-time big data and big data and attributes to
information processing it needs to be able to make quickhe five aspects. On this basis, combing cloud computing
decisions, and feedback relevant instructions to thetechnology large data processing framework is outlined.
sensing terminal input within a very short time delay. For We believe that Cloud Computing technology and Big
instance in Fire monitoring and rescue system, itsData are interdependent: Cloud Computing technology
processing center needs to be able to analyze and processpports storage, management and data analysis for Big
the data collected by sensors in the site of the incident in &ata; Big Data provides an extensible platform for cloud
very short period of time, to make integrated decision bycomputing. Thus this paper highlights the big data
comprehensively considering site information such as theprocessing architecture under the cloud computing
movement of persons and the site form and meantime t@latform. It presents a data storage solution on
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heterogeneous platforms in real-time big data processingn modern life, big data has become increasingly close to
system, constructs a calculation mode for big datapeople’s daily lives. In 2008, Big Data issue released by
processing and points out the general framework for‘Nature” pointed out the importance of big data in
real-time big data processing which provides the basis fobiology, and it was necessary to build biological big data
the RTDP (Real-Time Data Processing). Section 2 in thissystem to solve complex biological data structure
paper gives an overview of big data; section 3 discussegroblem R5|. Paper 5 pointed out that the new big data
the differences and challenges between big data andystem must be able to tolerate various structures of data
real-time big data; section 4 points out the currentand unstructured data, has flexible operability and must
deficiencies of cloud computing technology; section 5ensure data reusability. Furthermore, Big Data plays an
combine cloud computing technology with the feature ofimportant role in the defense of national network digital
real time big data to architect the processing platform forsecurity, maintaining social stability and promoting
real-time big data; section 6 gives a demo about how thesustainable economic and social developm@&#gk. [With
RTDP system is used in smart grid system and finallythe development of big data technology, Big Data also
summarize this article. plays an important role in creating a smart city, and has

important applications in urban planning, intelligent

traffic management, monitoring public opinion, safety
2 Big Data Overview protection and many other field27].

Big data itself is a relatively abstract concept, so fare¢her
is not a clear and uniform definition. Many scholars, 3 Difference and Challenges between big
organizational structure and research institutes gave o e .

their own definition of big datal][ 18][19[20]. Currently “iata and real-time big data

the definition for large data is difficult to reach a full

consensus, the paper references Academician Li Guojiegig dat_a is characteristic by m.ulti-source heterogeneous
definition for big data: in general sense, Big Data refers to ata, widely distributed, dynamic growth, and “data mode

a data collection that cant be obtained within a tolerable?/€r the data2g|[29]. In addition to having all the

time by using traditional IT technology, hardware and characteristics_ V\.’ith big data, fe"?"“me b_ig data has it_s
software tools for their perception, acquisition own characteristics. Compared with the big data, when it

management, processing and sen@dp[Real-time data COMes 10 data integration real-time big data has higher
is a big data that is generated in real time and require§€duirements in data acquisition devices, data analysis
real-time processing tools, data security, and other aspects. The following

According to the definition of Big Data, Big Data is introduces from data integration, data analysis, data

characterized by volume, velocity and variety where S€CUrity, data managementand benchmarking.

traditional data processing methods and tools cannot be

qualified. Volume means a very large amount of data,

particularly in data storage and computation. By 2010 the3.1 Data Collect

global amount of information would rapidly up to 988

billion GB [22]. Experts predict that by 2020 annual data With the development of internet of thing3d] and Cyber

will increase 43 times. Velocity means the speed of dataPhysical System (CPS)3]], the real time of data

growth is increasing, meanwhile peoples requirements foprocessing requires higher and higher. Under the big data

data storage and processing speed are also rising. Purenvironment, numerous sensors and mobile terminals

in scientific research, annual volume of new datadisperse in different data management system which

accumulated by the Large Hadron Collider is about 15PBmakes data collection itself a problem. In RTDP system,

[23]. In the field of electronic commerce, Wal-Mart's sells its real time data collection faced makes data integration

every day more than 267 million (267Million) products facing many challenges.

[24]. Data processing requires faster speed, and in many 1. Extensive heterogeneity

areas data have been requested to carry out in real-time In big data system, the data generated by mobile

processing such as disaster prediction and rapid disastéerminals, tablet computers, UPS and other terminals is

rehabilitation under certain conditions need quickly often stored in cache, but in RTDP system it requires data

guantify on the extent of the disaster, the regional scopesynchronization which brings tremendous challenges to

impacted and etc. Variety refers to the data that containshe wireless network transmission. When dealing with

structured data table, semi-structured and unstructuregrocessing heterogeneity, big data system can use NoSQL

text, video, images and other information, and thetechnology and other new storage methods, such as

interaction between data is very frequent and widespreaddadoop HDFS. But the real time requires low in this kind

It specifically includes diverse data sources, various dataf storage technology, where the data is often stored once

types, and a strong correlation between the data. but read many times. However this kind of storage
With the development of computer and network technology is far from satisfying the requirement of

technology, as well as intelligent systems is common usedeal-time big data system that requires data
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synchronization. Due to extensive heterogeneity of bigscholars have made a great contribution to real-time data
data, data conversion must be carried out during datgrocessing mode, yet there is no common framework for
integrations processing, however traditional datareal-time processing of large data. 2. Index design under
warehouse has obviously insufficient to meet the needs oflynamic environment
time and scale that big data requir88][ 33][ 34]. The data pattern in the era of big data may be
2. Data quality insurance changing constantly as data volume varies and existing
In the era of big data it is a phenomenon often appearselational database index is no longer applicable. How to
that useful information is being submerged in a largedesign a simple, efficient and able to quickly make an
number of useless informatioi®]] The data quality of adaptation has become a one of the major challenges of
Big Data has two problems: how to manage large-scaléig data processing when data mode changes. Current
data and how to wash it. During the cleaning process, ifsolution is basically built an index by NoSQL databases
the cleaning granularity is too small, it is easy to filter out to solve this problem, but they have been unable to meet
the useful information; if the cleaning granularity is too the demand for real-time processing of big data.
coarse, it can't achieve the real cleaning effect. So 3. Lack of prior knowledge
between the quantity and quality it requires careful On the one hand, because semi-structured and
consideration and weighed which is more evident inunstructured data abound, it is difficult to build its intern
real-time big data system. On the one hand, it requiregormal relations when analyzing the data; On the other
system to synchronize data in a very short time; on thehand it is difficult for these data needed to be processed in
other hand, it also requires the system to make a quickeal time to have sufficient time to establish a priori
response to data in real time. The performanceknowledge due to the coming of the data stream in the
requirements of the speed of data transmission and datfmrm of an endless stream.
analysis are increasing. Moreover the data may be filtered
at a time node may become critical post processing data.
Therefore, how to grasp the correlation between data an®.3 Data Security
accurately determine the usefulness and effectiveness of
data becomes a serious challenge. Data privacy issues associated with the advent of
computers has been in existence. In the era of big data,
the Internet makes it easier to produce and disseminate
3.2 Data Analytics data, which makes data privacy problems get worse,
especially in real-time processing of large data. On the
Data analysis is definitely not a new problem. Traditionalone hand, it requires data transmission real-time
data analysis is mainly launched for structured datasynchronization; on the other hand, it demands strict
source, and already has a complete and effective systenprotection for data privacy, which both raise new
On the basis of the data warehouse, it builds a data cubdemands to system architecture and computing power.
for online analytical processing (OLAP). Data mining 1. Expose hidden data
technology makes it possible to find deeper knowledge With the appearance of the Internet, especially the
from large amounts of data. But with the arrival of the era appearance of social networks, people are increasingly
of big data, the volume of numerous semi-structured andised to leave data footprints. Through data extraction and
unstructured data rapidly grows, which brings hugeintegration technology, accumulate and associate these
impact and challenges to the traditional analysisdata footprints may cause privacy exposure. In real-time
techniques and existing processes are no longebig data processing, how to ensure the speed of
applicable. It mainly reflects in timeliness and index processing a data as well as data security is a key issue
design under dynamic environment. which has troubled many scholars.
1. Timeliness of data processing 2. Data disclosure conflicts with privacy protection
In the era of big data, time is value. As time goes by, By hiding data to protect privacy it will lose the value
the value of knowledge contained in the data is alsoof data, thus it is essential to public data. Especially by
attenuation. In real-time data systems, time is requireddigging accumulated real-time large-scale data, we can
higher. For example, in a data processing of disastedraw a lot of useful information, which has a great value.
analysis, real-time high-speed trains, aircraft and otheHow to ensure the balance between data privacy and data
high timeliness performance device, time has gonepublicly is currently in research and application a
beyond economic value. Damages caused bhydifficulty and hot issue. Therefore the data privacy in the
unreasonable delay would be hard to estimate. The era adra of big data is mainly reflected in digging data under
real-time big data proposes a new and higher requiremerthe premise of not exposing sensitive information of the
to the timelines of data processing, mainly in the selectionuser. Paper [35F5 proposed privacy preserving data
and improvement of data processing mode. Real-timemining concept, and many scholars have started to focus
data processing modes mainly includes three modeson research in this area. However there are is a conflict
streaming mode, batch mode and a combination of two-detween the amount of information and the privacy of
mixed processing mode. Although currently many data, and thats why so far it has not yet a good solution. A
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new differential privacy method proposed by Dwork may storage system will have an import impact on the
be a way to solve the protection of data privacy in big usability of real-time big data.

data, but this technology is still far from practical

applications 6.

3.4 Usability issue of data management 3.5 Test benchmark of performance

Its challenges mainly reflect in two aspects: huge data

volume, complex analysis, various result forms; A very important aspect for big data management is the

numerous industries involved by big data. Howeverquality assurance, especially for real-time management of
analysis experts lack of knowledge of both aspectslarge data as disaster caused by data error will be very
relatively. As a result, the usability of real-time big data serious and even immeasurable. The first step in quality
management mainly reflects in easy to discover, easy tassurance is to do performance testing. There is not yet a
learn and easy to use8{]. Thus in order to achieve test benchmark for the management of big data. Main

usability of big data management, there are three basichallenges faced by building big data benchmarks are as
principles to be cared as follows: followings[47]:

\1/- \'/ki)s'li'?i”ty et  the data and th ’ 1. High complexity of system
isibility requir n r . ; T .
Sibility requires the use of the data a € results — peal-time big data is highly heterogeneous in data

be showed clearly in a very intuitive way. How to achieve S
more methods of large data processing and toOlsformat as well as hardware and software ar)d it is difficult
simplification and automation will be a major challenge to quel aI_I big data productg W'th. a qnlform modgl.
in the future. Ultra-large-scale data visualization ftieh  Real-time big data system requires high timeliness which
problem, while real-time visualization of large-scalealat makgs it hard to extract a representative user behavior In
U real time. Whats more, data size is very large and data is

will spend a lot of computing resources and GP o ;
resourpces Thus how to (fnhar?ce the performance an ry difficult to reproduce which both make the test more
' ifficult.

utilization of the GPU is a very serious challenge.
2. Mapping 2. Rapid revolution of system
How to match a new big data processing technique to  The traditional relational database system architecture
processing techniques and methods people have becomg relatively stable, but the data in real-time big data
accustomed to and achieve fast programming is a gregjrocessing is in a constant state of growth, and there is a
challenge to data usability in the future. For MapReducecertain correlation between the data, which makes the
lacks SQL-like standard language, the researchergenchmark test results obtained soon not reflect the
developed a higher level languages and systems. Typicaurrent system actual performance. In real-time big data
representatives are the Hadoop Hive S@Z|[and Pig  system test results are required to be completed within a
Latin [38], Google’s Sawzall 39], Microsofts SCOPE  very short time delay with high accuracy, which in the
[40] and DryadLINQ B1] as well as MRQL #2), etc. But  hardware and software aspects is a serious challenge to
how to apply these languages and systems to real-time bighe test benchmark.
data processing still remain big challenges.
3. Feedback e ]
Feedback design allows people to keep track of their Extend and reuse on the existing benchmarks will
operating processes. Works about this aspect is few in Bigreatly reduce the workload of building a new large data
Data field B3|[44][45]. In the era of big data the internal est benchmark. Potentla! candidates standards are SWIM
structure of many tools is very complex. And in software (Statistical Workload Injector for MapReduceyd,
debugging it is similar to Black Box debugging for the MRBS [49], Hadoop own GridMix 0], TPC-DS B1],
normal users and the procedure is complex as well as lack CSB++ [62], etc. But these benchmarks are no longer
of feedback. If in the future human-computer interaction @Pplicable in real-time big data processing.
technology can be introduced in the pressure of big data, Now there are already some researches focusing on
people can be more fully involved in the whole analysis the construction of big datas test benchmark, but there is
process, which will effectively improve the user's also a view which thinks its premature to discuss that
feedback sense and greatly improve the ease of use. currently. By tracking and analyzing the loads of seven
A design meet the above three principles will be ableproducts which are applied with MapReduce technology,
to have a good ease of wuse. Visualization,Chen et al 47][53] think it is impossible to determine
human-computer interaction and data origin techniquegypical user scenarios in the era of big data. In general,
can effectively enhance usability., Behind these building big data and real-time big data test benchmark is
technologies, massive metadata management needs omecessary. But the challenges it will face are a lot, and it
special attention46]. So how to achieve an efficient is very difficult to build a recognized testing standards
management of the massive metadata in a large-scalike TPC.

3. Reconstruct or reuse existing test benchmark
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;j";;c.-p.ng;-;.“- mainly relying on the Hadoop framework while the data
e processing method of Hadoop is "Store first
Ofork post-processing” which is not applicable to real-time
ussign " A (iork !arge data procgssing. Though currently there are some
e e Qi improved algorithms able to make Hadoop-based
— ( worker }—> RN architecture almost real-time, for example, some latest
st 7~ ¥ N —— technology like Cloudera Impala is trying to solve
i read ——— (Dlosal L ywrite | e problems of processing real-time big data on
i :\j"""jfj/,r*&“i» HadoopEﬂ[SS][SQ], the batch processing of Hadoo_p anq
T output its structural features make Hadoop defective in
split4 . \orker > ie1 . . . . .
: 3._ **/ ~—— processing big data in real tink)]. Hadoops defect in
e &S real-time big data processing mainly reflects in data
Input file Map phase Intermediate file  Reduce phase Output file

processing modes and application deployment. This paper

Fig. 1: The framework of the MapReduce Model will discuss these two aspects separately in the following.

4.2.1 Big Data Processing Mode
4 Shortcomings of cloud computing

architecture Big data processing mode can be divided into stream

processing and batch processit@][61]. The former is

. . store-then-process, and the latter is

4.1 Cloud Computing Overview straight-through-processing. In stream processing, the
. . . value of data reduces as time goes by which demanding

Cloud computing is the product of the traditional rop time: in batch processing, data firstly is stored and

computer  technology and  network — technology e can be processed online and offlia€l] MapReduce

development integration such as grid computing,js the most representative of the batch processing method
distributed computing, parallel computing, utility

computing, network storage, virtualization, load

balancing, etc., which aims at integrating multiple refati o5 time data stream is one of the most important ways to
low-cost computing entities into one perfect system with generate large data. Dramatic increase in the number of

powerful computing ability via the network and with the 55 processing objects and the amount of data for each
help of the SaaS, PaaS, laas, MSP and other advanceg, gpject results in an expanding historical data. Under
business models distributing this powerful computinghis' congition, conflicts between the requirement in
ability to the hands of the end useB4[55. Cloud roq| time processing data stream of large-scale historica
computing system mainly uses MapReduce model. Thgjaia and the defect of computing and storage ability
core design idea of MapReduce is to divide and conquepocome the new challenges in cloud computing and the

the problem and calculate on data rather than push data tepc grea. In paper [68P], this problem is defined as a
calculate which effectively avoids a lot of communication scalability issue of data ’stream processing. In order to
costs generated during data transmission. A full pressurg,,, ot the storage and computing of a large-scale data, a
of MapReduce is shown in Figure 3. At first, the  q|5tively classic architecture currently used is muttie
MapReduce model partitions users original data sourceg,ster computing architectures with multiple CPU and a
and then hand them to different task areas to process. Thg storage structures—cache, memory, storage, and
Map task takes a series of Key/Value pairs from the input gistrinted storage as Figure 2. In this architecture
process each with user-defined Map function to obtain,, \iti-core CPUs on nodes constitute local computing,
middle results, and write the results into local disks. Theresources; compared to the distributed storage, memory

Reduce task sorts data by the Key value after reading datgnq external memory on nodes constitute the local storage
from disks to put data with same key value together. i 4 high speed.

Finally a user-defined Reduce function processes these | wvever existing MapRedudd§ methods like

ordered results and outputs the final result. Hadoop, Phoenixd4] belong to a batch processing to the
persistent data, which need to initialize runtime
. . environment, repeatedly load and process large-scale
4.2 Shortcomings of cloud computing data, execute synchronously Map and Reduce and
architecture transfer large amounts of data between nodes in each
processing. When process data stream arrived
MapReduce model is simple, and in reality, many continuously in batch processing method, if process a
problems can be represented with MapReduce modekmall-scale data batch every time, the system cost will be
Thus MapReduce model has a high value as well as manyoo large and timeliness will be limited; if system waits
application scenarios. But MapReduces achievement igor arriving batch to reach a certain size, it will increase

In EPC applications based on real-time sensor data,

(@© 2015 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci.9, No. 6, 3169-3190 (2015)www.naturalspublishing.com/Journals.asp NS = 3175

High Speed Data Stream platform heterogeneity and varying computing capability
J’L @( ﬂ? faces new challenges.

Environment of Applications

4.3 Other architectures

Local Multi-core | Multicore | Multi-core

t‘-;::;ﬁt:ji:ﬁ Processor | X | Processor Except the Hadoop-based real-time big data processing

N T architecture, researchers already design an architetcture
Cache Cache deal with a streaming data based on the way to process

the stream-oriented data, noticing that batch processing i

: ‘ Memory ‘ ‘ Memaory Hadoop cant meet the feature of real-time big streaming

o data. For example, Twitters Storm processing mode,

] | Hd Bl Hard Driver Apaches Spark and LinkedIns In-stream.
Distributed Storage 4.3.1 Spark

Spark, as an advanced version of Hadoop, is a cluster
distributed computing system that aims to make super-big
data collection analytics fast. As the third generation
product of Hadoop, Spark stores the middle results with

processing delays which also cant meet the needs Olpternal storage instead of HDFS' improving Hadqqps
system in real time. Therefore, for real-time Iarge—scalep?rfqrmance to some extent with a higher cost. Resilient
data processing needs in high-’speed data stream. how Blstnbuted Dataset, RDD, is an abstract use of distributed

design its processing model needs to be reconsidered. memory as vyell as th? most fundamentfal abstract of
Spark, achieving operating the local collection to operate

the abstract of a distributed data set. Spark provides
4.2.2 Application deployment multiple types operations of data set which is called
o Transformations. Meantime it provides multiple actions,

In no shared cluster architecture, using MapRed@@ [ Prought convenience to the upper development. Its more
programming model to solve the conflict between flexible than Hadoops programming model. However
large-scale data processing needs and the insufficient dtecause of RDD, Spark is no more applied to applications
computing and storage capacity if the core technology ofof updating the status in asynchronous fine-grained and
cloud computing. MapReduce provides a high-level@pplication models of incremental changes, which is an
programming model, through a simple programmingimportant application direction in real-time big data
interface supports parallel processing large-scale tiatat Processing system.
can be divided and blocks task scheduling, data storage
and transmission and other details to the programmers,
whose Programming granularity is higher. User-written4.3.2 Storms
MapReduce programs compiled in the Master node
through the virtual machines will be deployed to Node. Storm cluster has some similarity with Hadoop. The
However, real-time big data capture terminal are oftendifference is that its Job in MapReduce running in
some small sensor node with small memory which cantHadoop cluster and Topology in Strom. Topology is the
be deployed Java Virtual machine with large capacity.highest-level abstract in Storm. Every work process
And in the real-time sensing EPC network, data captureexecutes a sub-set of a Topology, which consists of
sensor nodes has often platform heterogeneity andnultiple Workers running in several machines. But
varying computing capability. For example, the naturally the two frameworks are different. Job in
DSP(Digital Signal Processor) used for a digital station toMapReduce is a short-time task and dies with the tasks
compression encode and decode digital audio and videagnding but Topology is a process waiting for a task and it
the STB chip codec, RF chip for wireless applications,will run all the time as system running unless is killed
luxury car electronic chip, ASIC (Application Specific explicitly. In Storm cluster, it also has Master node and
Integrated Circuit) used to deal with complex event in Worker node. Master node on which the background
medical field and multi-core CPU and GPU for scientific control program Nimbus runs charges the distribution of
computing and etc. Thus, in real-time big data processingodes in cluster, the task allocation and the monitoring of
system Hadoop’s MapReduce model cant be used to &Jorker nodes status, and a Supervisor node runs on each
unified deployment and how to design a computing modelork node. Supervisor monitors the task allocated by
fit for real-time big data processing platform to deal with Nimbus of Work node which it belongs to and start/shut a

Fig. 2: Supporting Environment
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ST O o cause a waste of resource that cant be transmitted across
pervisor N Hots
the Topology.
Supervisor —  Worker In the current environment of relatively developed IOT,
the highly heterogeneity of sensor data collection terinina
a2 . | 3 orker i . . - . .
Nimbus — Zookeeper (— Supervisor —| Worker | 30 means the diverse content of Spout, so in this case it will

cause severe resource waste if processing real-time large-
scale data with Storm. And the integration of the platform
itself is an important constraints of the development of the
real-time large data processing system.

Supervisor

Fig. 3: Physical Architecture of Storm

Supervisor

5 Real-time big data processing framework

In addition to powerful computing ability, real-time big
data processing system must have strong timeliness which
means it must quickly respond to the request from system
terminals in a very short time delay. So at first, real-time
big data processing system must have powerful
computing ability for big data. A traditional method to
Fig. 4: Physical Architecture of Storm process big data is to rely on the powerful computing
capabilities of the cloud computing platform to achieve,
while for the timeliness it must rely on the ability of the
rapid data exchange between system’s internal and nodes.
Worker if needed. Here is the physical architecture ofPaper 71l gave a conceptual description on real-time big
Storm as shown in Figure 3. data processing system, and divided system into data
collection and storage, model building, model validation
and deployment, real-time processing and model updating

Nimbus is a Master node, mainly charging the
submission and allocation of tasks and the monitor of_ . > :
cluster. Nimbus writes the task will allocate to Supervisorf've.?rt]?sgesgoenr] thaecgg'rgtir?f apt)c?hc;ﬁgon dz(;fgr?éf' on the
to Zookeeper, and coordinates it through Zookeeper. At _paper, ng 1o .

computing ability of real-time big data processing system

the same time, in Zookeeper it stores public data like the 2 g .
heartbeat information and configuration information. and the timeliness, divides the RTDP (Real-Time Data

However Supervisor charges accepting the tasks NimbuF> rtoces'?lng) frgnsewp(k mfto four flayetr_s—DIalta, ,Tnglﬁltlcs,
allocates to itself, and manages its own Workers. irq E%rﬁréog and Decision from a functional fevel. shown
When processing streaming data, Storm mainly uses 1. pata
Stream, a key abstract: which isaTu.pltla_sequence without  This layer mainly charges for data collection and
boundary. Strom provides some primitive to transfer astorage, but also including data cleaning and some simple
Stream to a new Stream in a distributed and reliable wayqata analysis, preparing data for Analytics. At the
among which the most basic primitives are Spout andierminal of data collection, it needs to manage all
proactive role. Usually it will read data from an external patg Stream Management System, DSMS; the ASIC used
Qata source (queues, databases, etc.), and then pa?"agﬁdCompIex Event Processing, CEP; and CPU and GPU
passive role,. which can _perform filtering, function represented by MapReduce. Data storage module is
operation, Join and operating a database or any othefesponsible for the management of large-scale storage
operations. It can process input Stream and generate g stems. Thanks to the heterogeneity of real-time data
new output Stream. The network composed with Spoulspyrces and the large data processing platform, RTDP
and Bolt will be packaged into a Topology, the systems can handle data from various data sources,
relationship shown in Figure 4. including Hadoop for unstructured storage, the data
Through the agreement Preamble, to some extentvarehouse system for structured storage and analysis,
Storm supports multi-language processing, but in essenc&QL databases, and some other data source system.
its the target language calls the interface JVM provides 2. Analytics
through Preamble. Currently the Storm team only  This layer is the core of RTDP system and the critical
provides the interface of Ruby, Python and Fancy versionayer to determine the performance of RTDP system. This
to the Preamble protocol, and doesnt achieve a realayer is mainly responsible for data structure modeling,
multi-language support. Except this, Storm still has somedata cleansing and other data analysis processing,
shortcomings, like data can only be transferred betweempreparing data for the algorithm integration layer.
Spout and Bolt in customized Topology and it is likely to 3. Integration
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extraction points of interest, select the characteristic
t i ¢ function to determine the data formats and extract useful
information from data marts, and several steps in which
= Data Warchouse [ Other Data the data feature extraction for unstructured text data, etc
- Hadoop b o . .
= Appliance Sources of data is very important, therefore, makes the feature

extraction for data collection and storage is an important

Fig. 5: Architecture of Real-Time Data Processing part of the process.

5.1.1 Data Collection and Data Base

This layer plays a connecting role in RTDP system. In
this layer it combines many common data processingRTDP systems heterogeneous platforms and performance

algorithm packages. Depending on the scene it calls th&@kes RTDP system’s data source contains a variety of
appropriate algorithm for data analysis and data displayWays, according to the data processing mode can be
provides technical support for Analysis layer and at thefoughly divided into the CEP, DSMS, DBMS, based on a
same time provides a decision support and theoreticaf@rety of ways such as MapReduce batch for each
basis for Decision layer. Meanwhile the layer also needdreatment have their different data acquisition techrugue
to identify the device in data collection layer according to SUCh as remote medical field for surgical treatment of
the rules been set and deploys applications. complex event processing scenarios for data acquisition
4. Decision ASIC, decoding audio and video coding in an FPGA, etc.

This layer makes decisions with the results of dataThus, during the data collection and management there

analysis which is the highest layer of data processingare certain rules that must be collected on the side of the
system as well as the ultimate goal of data analysisdeVice identification, and can be based on different device

process. RTDP is a procedure involving numerous toold’ro9ramming overhead deployment and management

and systems interact with each other iteratively. At everyn©des. g he ab vsis. the big d s
level, the definition of "Big data” and "Real time” is not Based on the above analysis, the big data analysis

immutable. They have their own unique meaning at eVeryp_roblemsz need to be re_solved first is the data acquisition
level due to the functional association at each level. Thesd® data preprocessing and data flow control for
four layers will be general process of RTDP in the future |gh-spegd data stream management pagigmroposed
as well as the basic framework of the RTDP in this paper.2" adaptive massive real-time data flow management
Here we are going to discuss each layer in detail from theYStem adaptively according to the data flow and data
functionality, processing methods, related tools anoId'StrIbUtlon node preprocessing task, shqwn in F|gL.|r'ej 6.
deployment aspects of the system. To enhance the d_ata_ stream processing capabilities of
DSMS, can be pre-distributed caching and reuse method
of the intermediate results to avoid each data stream
arrives historical repetition processing overhead and
5.1 Data Layer makes the data stream localization, reducing data between
nodes transmission overhead for localized data stream
Since the data collected by sensors is rough and messprocessing, you can use event-driven stage of processing
and original data often contain too much useless dataarchitecture§g (Staged Event Driven Architecture,
modeling and data analysis for the tremendousSEDA), using the thread pool technology to reduce cost
difficulties, so the data collection process must beof initializing each treatment, and by dividing the stage
preliminary data analysis and filtering. first need toand at asynchronous transfer data between stages,
extract the data features, integrated data sourcegliminating data synchronization between stages based on
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environment management and control of the CEP ,
because the remote surgery for surgical precision is very
l high , the system control engineering is fairly complex,
suitable for surgery ASIC data collection , and for such
elaborate and complex events are CEP can be used for
data analysis and management.
l l l l l An important issue in the data management process is
in the organization of the data, a logical data structure
‘ will have a significant impact on the subsequent
] _ calculation of large data processing lies in a difficult,
Fig. 7: Structure of Logical Management Adapter complex and heterogeneous hardware and software
platform, design a reasonable data structure is resolved
heterogeneous platform data storage and processing of a
basic work is the most important step in how to organize
this idea, the pape6p] proposed a large-scale high-speed in order to facilitate real-time processing of large data,
data stream real-time data processing methods RTMRhere is no clear framework, the existing database systems
(Real-Time MapReduce). However, this method still existand MapReduce systems are first collecting data and for
some of the challenges: how to make effective use of theyrocessing the data, not suitable for real-time processing
CPU's processing power; how to support local storage forof the data, taking into account the real-time data are
intermediate results of high concurrent access. time-related, so we consider the data warehouses and data

To solve the above problem, this paper in the paperstream processing mearg9]. Real-time data of the data
[65] proposed adaptive massive real-time data streanhas been in a state of flux until the data is stored &G} [
management system based on the combination of Logicado that the data stream is expected to become a real big
Management Adapter (LMA) based on the underlyingway data is organized.
sensor data processing mode for dynamic management
and control, including the adapter logical rules engine,
validator and actuator of three parts, the structure showrs.1.2 Data Storage and Cleaning
in Figure 7.

Which rule builder using Embedded Software In RTDP, data comes from a wide range of sources,
Component corresponding to different data processing tainstructured and structured data mixed, so Hadoop and
generate the corresponding node management rules , rulesher unstructured storage system in RTDP system has a
and validators for validation and matching nodes , andnatural advantage, but Hadoop itself does not achieve full
finally the actuator to the underlying FPGA, ASIC, GPU real-time requirements, which determines our in real-time
and other data collection node to manage and deploy thesing Hadoop big data storage process Hadoop first need
upper task execution , for example, in the wisdom ofto solve real-time problems in the framework of the
urban transportation system which , in essence, is tgroposed RTDP use of multi-level storage architecture to
monitor the traffic in RTDP real-time video processing solve the problem, its architecture is shown in Figure 8.
environment in which real-time monitoring system, In RTDP multi-level storage system data through a lot
because the data is in the form of a stream of data foiof the local server first preliminary processing, and then
processing , so you can use FPGA or ASIC videouploaded to the cloud server for in-depth analysis and
information collection , the bottom of the FPGA or ASIC processing. Such architectural approach to solve the data
large gathering real-time data stream composed of datafjltering is how to determine the relevance of the issue of
the corresponding data can be used for flow managememtata is an important means, Since the real time processing
DSMS .Complex Event Processing of how efficiently a of large data nodes need to collect data in the shortest
plurality of basic event has a more complicated complexpossible time for rapid processing, but also need to filter
composite of semantics , including consideration of out unwanted data, but the data collection process, we can
constraints between events , and even in someonfirm the current data be collected for post data key
applications to continue to generate more complex eveninput, for data-dependent judgment is an extremely
detection high-level composite events. several activecomplex task.
database related work discussed for the basic model of the In RTDP architecture, the local server preliminary
composite event detectidif], including : a model based data processing, the data collection terminal for rapid
on finite automata , Petri net -based model, based omesponse in a very short period of time for the short delay
matching tree model and based on directed graph modeléhe processing of requests for rapid response, and will not
these models are also the basic model CEP problemshe able to determine the data-dependent data and present
compared with other methods CEP technology has a tenseithout processed data uploaded to the cloud server, the
, relevance , semantic richness , heterogeneity and massse of cloud computing power for subsequent analysis
and other characteristi&d] in the wisdom of the medical and processing work due to a limited humber of local
system, remote surgery system is essentially in RTDPode, it is generally a PC on the local server capable of
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Fig. 8: Multi-Level Data Storage Model 5.2 Data Analyss Layer

This layer mainly carry through big data analysis and
process, including data characteristic extraction, sampl
extraction, change of variables, model evaluation, model
optimization, and model correction, as with common data
warehouse doing big data processing. Its primary target is
to found a robustness and easily comprehensive
prediction model. Besides, the feature of RTDP systems
instantaneity and big data processing decide that an
impeccable RTDP system must be quickly, flexible and
with good computing power as well as data reappear.
Establishment of a robustness RTDP model is based on
comprehensive understanding of needs and on the basis of
Fig. 9: Structured Data a comprehensive analysis of the data is based on repeated
comparisons of various models, verification basis.
To guarantee the flexibility and instantaneity of a
RTDP system, in this thesis tasks in the RTDP frame are
working. Computing resources and the reorganization ofcontrolled prior according to time requirements, tasks
the local server can have the cloud computing resourcewith lowest time delay requirements have the highest
of rationing server, make full use of local and cloud priority, and the priority can be adjusted during real time
computing capabilities in RTDP architecture because dat#rocess. Thus the system is divided into three modules:
collection in real time, so multi-level storage system data storage system, analytical calculation system and
performance bottleneck is the network transmissionordering system. The data storage system is mainly using
speed. Use what network to ensure mass real-time datéulti-level storage systems various storage mode, the
transmission is a major challenge. Article about theanalytical calculation system includes many RTDP
problem of transmission network will be discussed in algorithm packages, the ordering system task sorting
detail in 5.3. section. The system structure is as shown in Figure 10.
Data collection terminal data collected through the
multi-level storage system, preliminary analysis of the
processing of final upload to the cloud server, stored in &5.2.1 Date Processing Algorithm
Hadoop cluster, or other data storage tool, so that the text
and other unstructured data storage is relatively easy, buAlong with architectural patterns, algorithm framework
RTDP system during data processing and dataalso plays an important role in RTDP systems
presentation often for structured data processing moreomputation results. In recent years, many research have
convenient, while in the RTDP systems and traditionaldone in big data processing algorithm, but the research
data warehouse system is also required when performingbout real-time big data has not been taken into account
data exchange using structured data, for which Smiti{72. Cheng Yusheng[3 analyzed the reason why
proposed a model using the R language, will unstructureadtquivalent matrix rule extraction algorithm is so
data into structured data approach to solve this probleninefficient when dealing with big data set, then put
[71]. forward a serial carry chain rule based extraction block

Text

Unstructur ed
Data
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TN . @ s drpion 8, Do s Terminal firstly preprocess data and then submit it to
LT server and deploy the corresponding processing program

1\‘{'@?’,,;,\(4)“@ to local server. The local server then does the Map

Gtk e reduce operation according to data format, then data in

,X, (Qrit/fresult . . B

o A -~ heterogelneous nodes yv|ll be mapped in different servers,
"l Gfork reer ST thus avoid data matching problem. The server nodes do
N Orahiaa  ©psh dna the Reduce operation to the data that have been mapped

S)push data

in local servers, then return results to the output terminal
In order to guarantee veracity in data processing, the
system supports rolling back action when abnormal thing

[ worker

{ worker |

Applcin Applcai appllcitne weior happens.
Because data processing on local servers are classified
Lol serzen Cicaliseres Local serser according to different types, real-time data processimg ca

be supported in RTDP model. Local computed results

update to cloud servers, and make up computed results
generated by MapReduce. Thus not only take advantage
of the great computing power of cloud computing, but

also guaranteed the instantaneity of data processing. For
matrix algorithm. In the algorithm, condition attributedan examp|e, in medical Wisdom, Sphygmomanometers and
decision attribute equivalent matrices merged into Onepther instruments can be used to make primary diagnosis,
matrix, thus IOWered the Scale of the equiVaIent matriCGSthen data can be up'oaded to medica' Service system' on
greatly. BESideS, it transformed blg data set into Serialone hand primary diagnosis results can provide a

carry chain computing processes in many subsystems ifeference to doctors for further diagnose, on the other
the computing process, reflected the divide and rulenand, the data amount uploaded can be reduced after
ideology in artificial intelligence field with good processed by the terminals, so narrower bandwidth shall

practicability and high efficiency. In order to solve the phe needed and therefor provide convenient to data
knowledge acquisition problem in big data and transmission.

incremental data, Shan et at4 and Wang Yaying{5]
proposed an incremental knowledge acquisition inductive
learning algorithm, which to some extent adapted bigs 2 2 calculation Implementation Method
datas knowledge acquisition problem. But
Mapreduce-Algorithm 76] proposed by google pushed |n previous chapters, a two layers calculation mode has
big data process into application time. been proposed, first, the local server choose local node
MapReduce has strong data processing capabilities, iinanagement and calculation procedures on the local node
MapReduce technology can be applied to real-time bigmanagement, and simple data cleansing and structured
data processing, undoubtedly it will brought the dawn tomodeling according to LMA. Unstructured data collected
real-time big data processing. However, in MapReducepy data collector will be transformed into structured data
cluster, data is stored in the form of files on each nodeand then uploaded to cloud memory systems and mapped
while in real-time big data system, data comes fromto different management servers. Superstardom makes
different heterogeneous terminals, and is real-timeuse of the computing power of cloud terminal to carry
transmitted. On the other hand, data matching problem irthrough real-time computation and analyze.
real-time data caused by data source terminals |n recent years, numerous scholars have done a lot of
heterogeneity is very serious, and in MapReduceresearch to the upper layer processing algoritfh fand
key-value pairs are relative stable. In order to solve theséhave made great achievements, but the problem how to
problems, paper [77][7] proposed an improved make real-time processing aimed at the bottom layer and
MapReduce model fitted for real-time big data, as ishow to combine calculation modes has been unsolved
shown in Figure 11. Paper§| analyzed the challenges of [57]. This thesis takes advantage of LMA to do data
big data processing in mobile phone clients, and built acleansing as well as managing bottom layer data
big data processing scheme on mobile data collectingollection sensors, in the upper layer, an improved
system LDCC (Lausanne Data Collection Campaign).  MapReduce will be adopted to do large-scale analysis and
According to real-time requirements of data process. Such a system architecture to some extent,
processing in RTDP model, analyze of data should bemprove the system’s flexibility and heterogeneity, and
divided into local processing and cloud processing.has a good treatment efficiency. For example, in using an
Among them the local server dispose data collected inFPGA for video encoding and decoding processing can
data acquisition port, it mainly does basic operation suctbe used during the data collection terminal DSMS for
as data cleansing and data structured analysis. While thanalysis and filtering, in this mode corresponds to an
cloud server conduct big data analysis and process, offdFPGA acquisition DSMS in a Node, DSMS FPGA

Fig. 11: New Big Data Processing Model
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collected a large number of data flows flow cytometric model is the basic model of the problem, compared with
analysis performed at the same time to upload data to thether methods CEP technology has a tense, relevance,
cloud server, cloud server will each FPGA configurationsemantic richness, heterogeneity and mass and other
tasks performed Reduce Node operation, the calculatiocharacteristicsg8], here we will have a brief introduction
results compiled through the LMA choose the right way to some the basic models of CEP issues.

back to the data collector. N (1) Automaton model. Due to the simple expression

The platforms isomerism and the nodes mutual ability of complex events with regular expressions have a similar
can be greatly improved through LMAs logic form, and spatial interactions and events have a causal
management to the gather port. For example, FPGA arge|ationship with the local power grid model, with a
used in streaming data processing systems, comparegrong ability of temporal evolutiorBf], So you can use
with ASIC, FPGA is slower and cant afford complex the automation model to implement event expression.
designs. But FPGA has its own advantages, it has loweppg [81] was the first to propose using automatic
power dissipation, can be quickly finished product, can bemachine  model composite event detection system.
modified to correct errors in the program and has cheapegomposite event in any one basic event arrives, the
cost. Otherwise, in most cases, real-time big datagutomatic machine will transition from a state to the next
processing scenes need the chip to be fast programmegiate, when the automaton enters an acceptable state, then
and data collection terminals sensor nodes dont need higfhe composite event has occurred because of the simple
processing ability, therefor, FPGA should be enough foraytomata model is not reversible, some of the basic events
the earlier stage, when a scene is relatively mature ong, the match had not re-visit after the event, so if event
application can easily be transferred from FPGA chip toand time to consider the link between the values, the need
the ASIC chip, for example, the smart power grids to introduce additional data structure to hold the time
real-time big data processing model. Besides, FPGAnformation , then extended to form the automaton model.
facilitate changes in the program can quickly modify additionally, the automatic machine during the transition
some sqbtle errors, to facilitate real-tln_1e data Processin can pe added in the transition predicate more complex
system in a large process control during some dynami,ymerical limits on the time or conditions to design some
adjustment and simple error handling. At the same timegpecial automaton model for the application of certain
FPGAs low power dissipation makes it suitable for gjtyations.

real-time big data processing, for sensors in the system (2) Petri net model. Petri gateway Note interval

gir:sipdzﬁﬁnlgyer?asmavzrrlg:f iﬁﬂﬁgﬁg?egf’ tr!céw Ssgt\g fnr endpoints because the calculation and reasoning, so Key
robustness and safety. For example, in the smart gri%etr' net and testing complex event which represents
asic event input position, the output location represents

Zfssttr?gﬂ'teg?3025%1'65'383”,[&0?;36r:g?;y ctgnsbuemp\)l:ilgrfli}{sthe composite event, the event represents a composite
enormous, and the environment is also facing themtermedlate calculation process by entering the Token

: . calculated Warp guard function that computes Warp is
Comp"?x* and n some extreme circumstances, qatar‘aised up and mark the position of the node, marking the
collection terminals is important for system security

i . .2 last node in the sequence occurs when the composite
effects, such as iron and steel smelting, chemical q P

manufacturing sites, high energy consumption equipmenfzvent detection mechanism is through its incremental

may cause some disasters and have an important influen arkbed Petri net d:f/lcnpnon gf the' position. Active
on system security and environmental security. atabase system S. &) and monitoring systems
' HiFi [83] both used this model.

(3) Matching tree model. Based on tree matching

5.2.3 Complex Event Processing technology is mainly by matching treq] of the
structure to achieve complex event filtering, basic event as
After determining the mode of calculation methods we Matching tree leaf node levels as a composite event
also have to realize the model task allocation, as well agnatching intermediate node tree root corresponding
prioritization and other operations to make detailed andnodes are filtered out of the composite of the matching
accurate ControL SO it relates to a number of Comp|extree root means to achieve a CompleX .eVent d.etectlon.
event processing issues that is, how efficiently a pluralityREADY [85] and Yeast86] systems use this technique.
of basic events complex compound has a more complex (4) Directed graph model. Directed graph model is
semantic events, including consideration of constraintssimilar to matching tree model, a directed graph model
between events, and even in some applications taises a directed acyclic graph (DAG) represents the
continue to detect complex event to generate a highecomposite event. Nodes are used to describe events, edges
level of complex even®[9. Some active database related represent the synthesis of the event rules. Penetration zer
work discussed for the basic model of the compositefor the event input node, the node is zero the output of
event detectionq7], including: a model based on finite said composite of intermediate nodes for each level of
automata, Petri net-based model, based on matching treomposite events event tag node can also be simply
model and a model based on directed graph of these CERescribed composition rules, the node event occurs, node
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First, LMA sends bottom layers equipment

Cloud information to the rule engine, rule engine for local data
’a :' acquisition device information device can deploy
e R applications based on the way to the cloud application
p 3 requested resources, relying on cloud computing power
Rule Engine real-time application is compiled and compiled Java, .exe
e — and other documents sent to the rules engine, by the rules
L ﬁi) engine to LMA, LMA will get the final compiled
application files deployed to the appropriate node, then
e ‘ the arrangement of application programs shall be
completed.
Fig. 12: Application Deployment Process This thesis relies on middle management institution

LMA to arrange application programs of the nodes,
avoids the disadvantage in Hadoop architecture to install
high-capacity visual machines, therefor it will be suitabl
rule is triggered. Sentinel systen87 and the EVE  to manage sensing nodes in heterogeneous platforms. At
system 88| used this model. the same time, relying on powerful cloud computing
According to the above analysis, based on automataapabilities for program compilation, avoiding the
and Petri Nets composite event detection is only matchedrawbacks of native compilation is not compatible, is
by event order of arrival, and tree-based or graph filteringconducive to cross-platform data application deployment.
do not consider the basic sequence of events or the timingctually, in real life RTDP systems, data acquisition
due to a number of events may occur path, the first eventerminal sensing equipment already with heterogeneous,
did not occur in the case it is possible to filter a secondand the nodes computing ability is relatively low.
time, resulting in unnecessary overhead, so in practice
have some limitations309]. And these two methods are is
the basic event filtering, and composite event detection as.3.2 Network Convergence
different steps to deal with, without taking into
conducting composite event detection but also the neeth real-time big data processing system, real-time data
for basic event filtering conditions. Paper [9][ in  processing mechanism is the integration layer and
CompAS systematic basis, considering the basic eventgecision-making of the decision, which is the
and for the integration of complex event processing by thedecision-making system administrators and other
detection complex event while selectively filtering basic decision-makers. Some big data analysis system in
events, reducing the response delay of the compositgeal-time decision-making phase and data collection
event detection, so this method could become a complephase systems using the same hardware, but it is different
event processing system for RTDP in the future. data systems in which a data processing method to the
data from the data mart layer varies. this leads to the
bottom of the data collection and storage of the speed and
processing speed upper mismatch problem to solve this
problem from both aspects to be considered, on the one
o hand is the system architecture and processing
5.3.1 Application Arrangement algorithms, the other is the data transmission method, as
already discussed RTDP architecture model and CEP,
The integration layer is a connecting link between theDSMS other modes respectively FPGA, GPU, ASIC and
preceding and the following layers in RTDP system, theother technology solutions RTDP system data processing
task of this layer is completed under the deploy of the ruleproblems, in this chapter we discussed the solutions of
engine, on the one hand algorithms for the data analysiglata transmission problems.
layer provides the necessary libraries and algorithm For RTDP systems instantaneity requirements,
package, requires the integration phase of the algorithnmaking a RTDP output transmission system is an
based on data analysis layer needs to provide appropriaieportant part of data acquisition and data processing is a
resources, advance scheduling and allocation oftombination of important link is raised to the processing
resources, including the scheduling algorithm on the othebased on data of equal importance. RTDP system because
hand also need and data access layer interacts LMAf the presence of iso-node, in order to ensure data we
underlying data acquisition devices, while access to theneed to revolutionize the traditional real-time data
cloud through the rules engine application’s compiledtransmission mod®8fl] how to use a variety of techniques
code, then copy the codes of application program toto achieve these heterogeneous nodes in the network
LMA, and complete the arrangement of application real-time, safety and reliability, there are still many
programs. The processing procedure is as shown irscientific problems to be solvedif][92]. Article from
Figure 12. heterogeneous network integration and networking for

5.3 Integration Layer
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RTDP new network technologies and high network technologyl0Q[101[102, but these networks are
reliability and QoS three aspects outlined. limited geographical area network , while in large RTDP
systems, many transmission of signals and control
commands are global transport require high reliability , so
5.3.3 Heterogeneous network convergence and it is necessary to clarify these current network technology
networking mode in what may be , and how to use the network in large
RTDP addition also need to study suitable RTDP new
In RTDP system, the network architecture and networkingnetwork architecture and networking.
systems that affect system availability and efficiency of  The latest developments in wireless sensor and
the key factors. Developed rapidly in recent years, mobileactuator networks (wireless sensor/actuator network,
AdHoc networks, mesh networks, sensor networks andVSANs) refers to a group of sensors and actuators
other new network technology, combined with traditional interconnected via a wireless medium , and can perform
wired networks, cellular networks, in order to build a distributed sensing and action netwdriR§. WSANSs can
large real-time data transmission network to provide theobservation of the physical world, data processing,
foundation for building real-time transmission network data-based decision-making and perform the appropriate
due when not completely abandon the existing legacyaction, is considered to be the next one of the key
network infrastructure, next-generation networks must beechnologies to build RTDRP4, in constructing RTDP
a mixture of a variety of network technologies in complex networks play an important rol&Q5.
networks. In the future each one has a physical
component network module should be able to at any time,
any place convenient access to the network. : o
yl\ﬁZM (Machine-to-Machine) network is the current 5.3.5 Networks high refiability and QoS
Internet extension and development of a new trend
[93][94[95]. In order to achieve anytime, anywhere RTDP system through the complex network of large data
connectivity, M2M community focusing on how the processing depth, has an important role for decision
device through a variety of wireless access technologie@nalysis, but also indirectly for the physical world with a
(PAN/LAN/WAN) access network and interconnected deep and broad impact, and many analysts and other
[96]. RTDP system node characteristics of autonomy anddecision-making and implementation of closed-loop
automation requirements RTDP part of the networkcontrol commands are transmitted over the network, so its
should have flexible access and ad hoc networkingsafety, reliability and quality of service becomes
abilities, the ability to easily access and exit the networkextremely importanf0Q.
anytime, anywhere As mobile devices M2M network Different types of RTDP applications have different
supports massive multi-level multi -scale networking, andQoS requirements, such as telemedicine surgical system,
provides anytime, anywhere and flexible network accesslue to the delayed signal generated mm -level errors can
and other features, including massive equipment accessause a fatal accident, when in fact demanding aspects of
high reliability, and enhance access priority, low energyQoS in the smart grid need for rapid diagnosis of the fault
consumption, micro- burst transmission for low mobile or zone and fault recovery, the economic loss and the
fixed device optimization, monitoring and security, large processing time is directly related to the performance of
address space, group control, time control ofdifferent applications have different requirements on the
transmission, the transmission time delay tolerancenetwork, which are provided on the network QoS
one-way data transmission, low latency transmissiongexpectations are different, QoS parameter set defines
sporadic transmissiord7][98] based on M2M networks methods may also different, so starting from the
can build a unified, flexible and high-capacity network application requirements, careful study of the QoS
public platform. Therefore, M2M network may be parameters to determine the appropriate CPS set various
developed to support the real-time transmission backbonparameters to determine their priorities and values to
network technology9q9]. guide RTDP development of network technology.
Now widely used in a variety of network QoS
technology, and not enough to guarantee RTDP real-time,
5.3.4 New network technique for RTDP high reliability requirements. RTDP network QoS
problems of difficulty comes from the RTDP has the
Now widely used network technology is not designedinherent characteristics: RTDP network is a complex,
specifically for RTDP These network technologies areheterogeneous converged networks; RTDP in for massive
based on the "best effort” thinking, in order to optimize data processing and RTDP widespread large number of
the target point to point connection, the timing of which dynamic systems, uncertainties present RTDP network
there are a lot of variability and stochastic behavior, QoS issues yet to be carefully and systematically studied
therefore, the real-time high system requirements ardor the realization of RTDP integration of heterogeneous
often forced to use a dedicated network technologies suchetwork QoS, also need to address the following
as CAN, FlexRay, LIN, MAP and other bus problem[lO§:
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(1) How to get to meet the application’s QoS request
QoS routing calculations necessary information. (2) How

C RevoDepolyR Web Services )
to build to meet the QoS request path. (3) How to maintain :

the path set up short, requires a unified framework to meet I

the complex network environment, various types of RTDP ( Revolution R Enterprise )

Rules Engine

application QoS requirements. Production Environment

5.4 Decision Making Layer Fig. 13: Application Deployment Process

In fact, decision making layer includes two parts of

concepts, first, the test and update the model, the seco ; g
is to provide managers for decision making. RTDPnéjeployment in to some extent, you can refer to existing

system during the process of data processing, with thegusiness systems models and methods, based on the
flow of data, the data at different times with a certain xisting expert system rules engine to quickly build

variability, and between data also has a certain relevanc automated modeling and analysis, real-time adjustment of

therefore change with time and depth data processing(%,he data, analysis, and model deployment.

data analysis layer data model created may not meet the
current needs, so we need to keep the data processi
while the update data and update the data model to adap

to changes in the data on the other hand, decision suppogt . . . . .
layer is the highest level of RTDP system, the purpose iSBemsmn support is the ultimate goal of data analysis,

to carry out data processing related decisions, so the Iayeqemsmn supportin part requires the use of a large number

must visualize the generated output results in order togfﬁgﬁﬁ?ll;?ntg?simsngt; d?ézeﬁ?z;!gilsfo:ﬁ]ssuI;[r?claz(i)r\:v
provide  decision-makers to  manage related ' P 9

decision-making activities. Next a function overview will business intelligence systems, deskiop office systems and

be made about model validation and decision support mobile terminal systems, etc. Use the tool includes data
" warehousing systems and graphical processing tools.

"4.2 Decision Support

5.4.1 Model Validation
6 Application Examples

In order to guarantee that the model is designed to be
entirely correct, with a certain fault tolerance, and is And application domain related RTDP research has also
stable, we need to model validation tests repeated. Modejot a lot of attention, and have made some preliminary
validation the basic objective is to ensure that the model igesearch. IBM in 2010 formally proposed “smart city”
really effective to run the model validation phase requiresvision[107, and since then a large real-time data and
re-extract new data model in an established and validatedesearch to get smart city widespread attention as urban
after the operation centralized data for comparison. If theinfrastructure studies intelligent transportation, smar
model is running correctly, it can be deployed to the grid, and urban services related to medical wisdom has
production environment. Otherwise, the model needs tcalso been a great development. Various applications have
be repeated error checking until the model is correct andheir own unique characteristics, many key issues still
can be stable operation. Accordingly, this part of theunresolved, many of the existing areas most relevant
model actually contains updates and bug fixes twostudies also remain in the laboratory phase. An example
aspects. of RTDP smart grid smart grid system in the application

Model is updated in the data flow process accordingoverview will be made below.
to the data processing requirements of the model update Smart grid through a large number of real-time sensor
and adjust, and bug fixes are in the model mismatchsensing grid operation state changes, can provide faster
occurs under the existing data processing an automatedynamic evaluation of real-time fault diagnosis and
solution is a model bug fixes extremely complex task,energy  trackindl0§ In  covering  provinces,
requiring accurate positioning of the error, when municipalities and even nationwide dynamic regulation of
necessary, also need systems that can perform a certagnergy to achieve distribution energy production with
degree of auto repair. and this process is difficult to usereasonable dispatch, for improving energy efficiency,
mathematical models to express, it has also become a hatproving urban infrastructure plays an important role.
research and difficulff9 in the system there are many Energy system for the country and the importance of
rules already developed a number of commercial systemsocial life determines the smart grid should be highly
for large data run business rules, such as IBM's ILOGflexible, autonomous ability, intelligence, scalability,
real-time analysis using the R language deployment, sefficiency, predictability, computing security, and many
how fast the future RTDP system model validation andother features. Numerous academics, researchers also
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made a lot of research, the pap&0§] proposed signal Fig. 15: Architecture of Distributed Smart Grid

processing can be affected by interference problem into a
model checking problem, and design RFRROMELA grid
disturbance model, using R$PIN tool has been verified.
Paper L1Q for the smart Grid reliability issues studied by network reconfiguration, voltage and reactive power
the AC transmission equipment for error injection control; fault location, isolation and restoration of
approach the equipment failure mode analysis. Failure otlectricity; when the system topology changes following
the equipment and on its influence and power gridthe security re-tuning four self-healing capabilities.
reliability were assessed. literature indicates that theAbove function interconnectedness, resulting DFSM
current construction of smart grid integration of become very complicated, for example, either a grid
applications and technology solutions, including smartreconstruction requires a new relay with voltage
meters, communication networks, metering database&egulation or the new festival program also includes
management (MDMS), customer premises networkfunctions to restore power. DFSM via distributed
(HAN), customer service, remote turn on or off, as shownintelligent network agents to achieve organizational
in Figure 14, smart grid technologies has reached éoundaries across geographical boundaries and intetligen
certain degree of availability and flexibility, but in the control system in order to achieve self-healing
power of real-time deployment, management, faultcapabilities of these intelligent network agents, able to
detection and recovery, there are still deficiendi@4]. collect and exchange information and systems (such as
Current research areas of smart grid applicationghe following such electrical protection operation) local
shortcomings mainly in pharos measurement technologygontrol decisions, while according to the system
and wide area measurement techniqL@§f requirements to coordinate these programs.
dimensional, dynamic  visualization dispatching
automation technology; access to renewable energy and
grid technologyl1d; advanced the infrastructure and 7 Conclusion and Future Work
automated meter reading systdrh; demand response
and demand side management technologies; advancemeal-time data processing for large current technology is
distribution operation technology; distributed genemati undoubtedly a huge challenge, there is lack of support for
technologies[14, micro-grid technology and power massive real-time processing of large data frame and
storage technology and other aspects. platform real-time processing of large data processing
The numerous technical difficulties are all within the compared to conventional static data with high data
scope of the whole network and data related tothroughput and real-time requirements. cloud computing
monitoring and real-time calculation, so this paper thattechnology in order to solve massive data processing and
the solution to the current field of smart grid of the key developed a series of techniques, however, cloud
issues, we must rely RTDP processing frameworks forcomputing is very suitable for mass static, long-term
large-scale network-wide real-time data combining thewithout the written data has a good effect, but it is
proposed RTDP framework to build a new type of smartdifficult to achieve real-time processing.
grid architecture, shown in Figure 15. In this paper, on the basis of cloud computing
Fast simulation and modeling is the core software oftechnology to build a kind of real-time processing of large
ADQO, including risk assessment, self-healing and otherdata frame, the model proposed RTDP four architecture,
advanced control and optimization software system forand hierarchical computing model. RTDP system in order
the smart grid to provide support and predictive to meet real-time requirements, and to consider different
mathematical ability, in order to achieve improved grid system platforms RTDP structural characteristics, the
stability, safety, reliability and operational efficiency paper also presents a large data storage for real-time
Distribution fast simulation and modeling need to supportmulti-level storage model and the LMA-based application
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