
Progr. Fract. Differ. Appl.3, No. 1, 19-39 (2017) 19

Progress in Fractional Differentiation and Applications
An International Journal

http://dx.doi.org/10.18576/pfda/030103

Space-Fractional Diffusion with a Potential Power-Law
Coefficient: Transient Approximate Solution
Jordan Hristov∗

Department of Chemical Engineering, University of Chemical Technology and Metallurgy,Sofia, Bulgaria.

Received: 11 Jul. 2016, Revised: 24 Nov. 2016, Accepted: 29 Nov. 2016
Published online: 1 Jan. 2017

Abstract: An approximate analytical solution of transient diffusionequation with space-fractional Riemann–Liouville fractional
derivative has been developed. The integral-balance method and an assumed parabolic profile with undefined exponent have been
used. The spatial correlation the superdiffusion coefficient in potential power-law form has been discussed. The laws of the spatial and
temporal propagation of the solution are the primary issues. Approximate solutions based on assumed parabolic profile with
unspecified exponent have been developed.
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1 Introduction

1.1 The superdiffusion model

Fractional differential equations (FDEs) are suitable formodelling of anomalous diffusive processes in physics [1], porous
media [2], plasma flow [3] and turbulence [4]. Analytical solutions for FDEs are not very popular in the literature [5,6,
7,8,9,10,11,12] but the methods applied avoid effective engineering analyzes, and therefore, numerical methods are
frequently applied [13,14,15,16,17] .

This article considers 1-D non-linear space-fractional equation of order 1< β < 2 and a potential power-law diffusion
coefficientDβ [m

β/s]:

∂u(x, t)
∂ t

= Dβ (x)
∂ β u(x, t)

∂xβ , (1)

Dβ (x) = Dβ 0+ γxx
α ,α ≤ β ,x≥ 0,Dβ 0 > 0,γx ≥ 0, (2)

where the space-fractional derivative in∂ β u(x, t)/∂xβ in Eq.(1)is either of Riemann-Liouville (RL) (3) or Caputo type
(4) of orderβ (1< β < 2) [18]

∂ β u(x, t)

∂xβ =RL Dx
β =

1
Γ (2−β

d2

dx2

∫ x

0

u(x, t

(x− z)β−1
dz, (3)

∂ β u(x, t)

∂xβ =C Dx
β =

1
Γ (2−β

∫ x

0

1

(x− z)β−1

d2u(x, t
dx2 dz, (4)

∂ β u(x, t)

∂xβ =
∂ 2u(x, t

∂x2 ,β = 2. (5)

As mentioned above numerical methods [19,20,21,22,23,24,25] dominate in the literature while analytical solutions are
rare [26,27,28,29,30,31]. In the context of the solution developed in this work it is worthy to note that fundamental
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solutions of the time-space and especially the space-fractional equation (1) has been developed in [29] using Green
functions and the similarity variableξ = x/(Dt)1/β . Therefore, it is a challenging task to develop analytical solutions
which would allow straightforward physical analyzes an to be suitable for engineering applications.

1.2 The superdiffusion coefficient Dβ (x) and its physically correct spatial correlation

Before starting the formulation of the problem for the solution we have to stress the attention on the expressions presenting
the spatial dependence ofDβ (x)as an important issue related to the physical adequacy of themodel represented by (1)
and (2) .The superdiffusivity coefficientDβ (x) = Dβ 0xα is commonly used in numerical examples demonstrating various
solution approaches to (1) [28,32]. The common approached is to present (2) asDβ (x) = Γ (∗)xα , a form usually chosen
to handle numerical or analytical solutions [26,27,28,29,32] ,whereΓ (∗) is the Euler Gamma function. However, both
sides of (1) should have equal dimensions only when the coefficientDβ has a dimension ofmβ/s. In the case of constant
(space-independent) diffusivity the expression is correct, but with (2) the dimension ofDβ 0 should be 1/s in order (1) to
be dimensionally homogeneous. It is obvious that the expression ofDβ 0 asΓ (∗) does not meet this requirement since it
is dimensionless, but actually this is not an obstacle to perform mathematical exercises [28,32]. Moreover atx = 0 we
haveDβ (x = 0) = 0 and we see that (1) degenerates. Actually, if we have to calculate the flux at the boundaryx = 0
expressed asq= −Dβ (0)[∂ β u(0, t)/∂xβ ] the physical inadequacy appears immediately because the transport coefficient
Dβ (x) cannot be zero everywhere in the medium. Since the superdiffusivity cannot be zero at the boundary an alternative
form of the spatial approximation ofDβ (x) is suggested here as.

Dβ (x) = Dβ 0+ γxx
α ⇒ Dβ (x) = Dβ 0(1+ kxx

α),0≤ x≤ ∞. (6)

The dimension ofγx is mβ−α/s because the entire expression ofDβ (x) should have a dimensionmβ/s ; respectively
the dimension ofkx = γx/Dβ 0 is 1/mα . It is noteworthy that the expressions (2) and (6) are common in the integer-order
models of diffusion and heat conduction [33,34,35,36] and termed as potential power-law diffusivity. Especially the form
(6) has not been observed as a modelling approach in the published literature. The present study addresses both forms of
Dβ (x) expressed by (2) and (6).

1.3 Aim and paper organization

The work demonstrates how by application of the integral-balance approach[37,38,39,40,41] an approximate analytical
solutions of the space-fractional equation eq.(1) in case of the Dirichlet problem and Riemann-Liouville space-fractional
derivative can be developed.

The article is organized as follows: Section 2 develops the solution of the Dirichlet problem trough application of the
integral balance approach. Section 2.3 demonstrates how the spatial integration of the fractional derivative resulting in
the general expressions of the penetration depths can be developed. Section 2.4 develops approximate evaluation of the
integrals of the approximate space-fractional derivativeby expressing of the approximate profile as a truncated convergent
series. Section2.5 considers the restrictions imposed on the exponent of the profile at the boundary of the penetration
layers and the conditions required positive values of the expressions through the truncated series to be assured. Section
2.6 applied the least-squares method for refining the approximate solution and determination of the optimal exponents of
the parabolic profile. Section 2.7 present numerical simulations with the developed approximate solutions and relevant
physical comments.

2 Dirichlet Problem

2.1 The Integral-balance approach

Consider eq.(1) with initial and boundary conditions

u(x,0) = 0,ux(x,0) = 0,u(0, t) = 1,u(∞, t) = 0, t ≥ 0. (7)

The integral-balance method is based on a finite sharp frontδ (t) concept thus allowing the boundary condition
u(∞, t) = 0 to be red-defined as

u(0) = 1,u(δ ) =
∂u(δ , t)

∂x
= 0. (8)
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The integration over the penetration depth results in

∫ δ

0

∂u(x, t)
∂ t

dx=
∫ δ

0
Dβ (x)

∂ β u(x, t)

∂xβ dx. (9)

Now, applying the Leibniz rule to (9) we get

d
dx

∫ δ

x
u(x, t)dx=

∫ δ

0
Dβ (x)

∂ β u(x, t)

∂xβ dx. (10)

Further, by replacement ofu(x, t) by an approximate functionua = ua(x/δ ) expressed through the dimensionless space
variableη = x/δ , where 0< x/δ < 1 the penetration depthδ (t) can be defined.

2.2 Assumed profile and the spatial scale transform

An assumed parabolic profile with unspecified exponent [38,39,40,41]is used, namely

ua(x) =
(

1−
x
δ

)n
. (11)

This profile satisfies the conditions (8) and forms two zones:ua(x)> 0 for x< δ andua(x)0 for x≥ δ . The solution based
on the assumed profile (11) requiresn> 0 which should depend on the fractional orderβ .

To be correct in the evaluation of∂ β ua(x)/∂xβ we change the variable in (1) asη = x/δ where 0≤ η ≤ 1. That is,
ua(x) ⇒ Fa(1−η) = (1−η)n and after the scale changex−→ η the space-fractional derivative of the assumed profile
can be presented as:

∂ β ua(x)

∂xβ =

(

1
δ

)β ∂ β Fa(η)
∂ηβ . (12)

Further, the right-hand side of (1) with Dβ (x) = Dβ 0+ γxxα can be presented as

(Dβ 0+ γxx
α)

1

δ β
∂ β Fa(η)

∂ηβ = Dβ 0δ−β ∂ β Fa(η)
∂ηβ + γxηα δ α−β ∂ β Fa(η)

∂ηβ . (13)

2.3 Spatial integration and the penetration depth

Now, we turn on the integration of the fractional derivativein (9) usingua(x, t) insteadu(x, t) . Precisely, in terms of the
dimensionless variableη = x/δ (changing the variable in the integral asx−→ η = x/δ we get

∫ δ

0
Dβ (x)

∂ β ua(x,t)

∂xβ dx=
∫ 1

0
Dβ (x)Dβ 0δ 1−β ∂ β Fa(η)

∂ηβ dη +

∫ 1

0
γxηα δ 1+α−β ∂ β Fa(η)

∂ηβ dη . (14)

Next, the integration of in left side of (9) from 0 toδ with the assumed profile gets

d
dt

∫ δ

0
ua(x, t)dx=

d
dt

∫ δ

0

(

1−
x
δ

)n
dx=

1
n+1

dδ
dt

. (15)

Now, we have to see how the integral-balance relation (9) through the assumed profile (11) provides equations about
the propagation of the frontδ (t) .

2.3.1 Penetration depth

The integral-balance relation, taking into account the previous results (see (14) and (15)) and replacingu(η) by Fa(η0=
(1−η)n, yields

1
n+1

dδ
dt

= Dβ 0δ 1−β
∫ 1

0

∂ β Fa(η)
∂ηβ dη + γxδ 1+α−β

∫ 1

0
ηα ∂ β Fa(η)

∂ηβ dη . (16)
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1
n+1

dδ
dt

= Dβ 0δ 1−β Φ0(n,α,β )+ γxδ 1+α−β Φ1(n,α,β ). (17)

Φ0(n,α,β ) =
∫ 1

0

∂ β Fa(η)
∂ηβ dη . (18)

Equation (17) is a non-linear ODE of Bernoulli type and a direct solution through the classical approach using
integrating factor is impossible since we try to solve it in ageneral manner, not with specified values ofβ andα . We
will use two alternative approached based on preceding solutions of space fractional diffusion equation [42,43], namely

Approach 1 Equation (17) can be re-arranged as

1
β (n+1)

dδ β

dt
= Dβ 0Φ0(n,α,β )+ δ αγxΦ1(n,α,β ). (19)

Denotingδ β = y, that meansδ α = yα/β we get a non-linear ODE

dy
dt

= a+byp, p=
α
β
, (20)

a= Dβ 0β (n+1)Φ0(n,α,β ), b= γxβ (n+1)Φ1(n,α,β ). (21)

Further we suggest thaty= δ β = λ t which intuitively comes from the solution with a constant superdiffusivityDβ = Dβ 0

[42]. The relationshipδ β = y= λ t satisfies the initial conditionδ β (0) = y(0) = 0 and the factorλ should be determined
through the solution. Then, with this substitution we getδ α = yα/β = yp = λ pt p and consequently (17) can be re-written
as

dy
dt

= a+bλ pt p. (22)

The Laplace transform of (22) is

sY(s) =
a
s
+

bλ p

s1+pΓ (1+ p) =⇒Y(s) =
a
s2 +

bλ p

s1+(1+p)
Γ (1+ p). (23)

The inverse Laplace transform of (23) results in

y(t) = at+bλ pt1+pΓ (1+ p)
Γ (2+ p)

=⇒ y(t) = at+bλ pt1+p 1
1+ p

. (24)

Therefore, explicitly the penetration depth is

δ =

(

at+
bλ p

(1+α/β )
t
1+ α

β

) 1
β
=⇒ δ1 = (at)

1
β

[

1+
b
a

λ p 1
(1+α/β )

t
α
β

] 1
β
. (25)

For b= 0 we get the solution with the constant diffusion coefficient[42] Now, we turn on the definition of the factor
λ . Sinceδ is the penetration distance with a dimension of lengthm then the large term in squared brackets ofδ1 (see (25) )
should be dimensionless, that is, the ratiobλ p/a should have a dimensions−α/β . Reasonablyλ p should have a dimension
mα/sα/β and consequentlyλ gets the dimensionmβ/s that matches the superdiffusion coefficientDβ 0. Therefore, the
substitutiony = δ β = λ t is equivalent toδ β = Dβ 0t, which a particular solution of the linear case(α = 0)[42] , as
mentioned above.
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Approach 2 Dividing both sides of Eq. (17) by δ 1+α−β one obtain

dδ
dt

= cδ−α +d, (26)

c= (β −α)Dβ 0Φ0(n,α,β ),d = (β −α)Dβ 0Φ1(n,α,β ). (27)

Denotingδ β−α = z that meansδ−α = zα/(α−β ) = zk , wherek = −α/(β −α) we may express (26) as a Bernoulli
equation

dz
dt

= czk+d. (28)

Further, we suggest thatz= µ .t which intuitively comes from the solution with a power-law superdiffusivity [43]
and corresponding to second term in the right-hand side of the extended equation (13). The relationshipδ β−α = z= µ .t
satisfies the initial conditionδ β−α(0) = z(0) = 0 and the factorµ should be determined through the solution. Then, with
this substitution we getδ−α = z−α/(β−α) = zk = µktk and consequently eq. (28) can be re-written as

dz
dt

= d+ cµktk. (29)

The Laplace transform of (29) is

sZ(s) =
d
s
+

cµk

s1+k (1+ k) =⇒ Z(s) =
d
s2 +

cµk

s1+(1+k)
Γ (1+ k). (30)

The inverse Laplace transform of (30) results in

z(t) = dt+ cµktk 1
1+ k

=⇒ δ β−α = dt+ cµ−α/(β−α)t−α/(β−α) 1
1−α/(β −α)

. (31)

Hence, we may express the penetration depth in a way similar to (25)

δ2 = (dt)
1

(β−α)

[

1+
c
d

µk 1
1−α/(β −α)

t
−α

(β−α)

] 1
β−α

. (32)

Now, we turn on the definition of the factorµ in a way already used in Approach 1. Sinceδ is the penetration
distance with a dimension of length we may easy check that(dt)1/(β−α) ∝ (yxt)1/(β−α) has dimension of length because

by definition the dimensions ofγx is m
β−α

/s . Therefore, the term in the squared bracket of (32) should be dimensionless.
The productµk(c/d) = µk(Dβ 0/γx) should have a dimensions−k. Precisely, the ratioDβ 0/γ1−k

x defines a time scale of the

process as it will be commented in the next section. Therefore, the substitutionδ β−α = z= µt is equivalent toδ β−α = γxt,
which is a particular solution of the case with the power-lawdiffusivity Dβ = Dβ 0xα [43] , as mentioned above.

2.3.2 The fractional time scale and the definition of thesHr number

The solution aboutδ (t) in the form (25) allows defining the fractional quasi-Fourier number in thefollowing way. Since

λ = Dβ 0 then the ratiob/a = (γx/D1−α/β
β 0 )(Φ1/Φ0) is a scaled characteristic time of the fractional diffusionprocess

defined astα/β
1 = D1−α/β

β 0 /γs) with a dimension[sα/β ]. Precisely, the characteristic time ist1 = (D1−α/β
β 0 /γs))

β/α .

Therefore, the ratiotα/β/tα/β
1 = (b/a)λ α/β tα/β/t0 =s Hr is a scaled fractional quasi-Fourier number for the case of

potential power-law superdiffusivity (6). With more details, in terms of the process parameters the fractional
quasi-Fourier numbersHr can be defined as

sHr = t(
γx

D1−α/β
β 0

)−β/α . (33)
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The lower prefixs meansspace. In contrast, with the power-law diffusivityDβ (x) = Dβ 0xα [43] such a definition
is impossible since in the semi-infinite medium at issue ,there is no physically defined characteristic length scale. The
advantage of the definition (6) is its physical adequacy and the ability to present the penetration depth ( see eq.(33)) as

δ1 = (at)
1
β

[

1+( sHr)
α
β

Ψ(n,α,β )
1+α/β

] 1
β
. (34)

Ψ (a,α,β ) =
Φ1(n,α,β )
Φ0(n,α,β )

. (35)

Now, with a= Dβ 0β (n+1)Φ0(n,α,β ) from eq.(21) we have

δ1 = (Dβ 0t)
1
β (β (n+1)Φ0(n,α,β ))

1
β

[

1+(sHr)
α
β

Ψ (n,α,β
1+α/β

] 1
β
. (36)

Therefore, the contribution of the second term of the superdiffusivity to the evolution of the penetration depth depends

on the ratioD1−α/β
β 0 /γs and its growth is proportional totα/β (see (25) or t1/(β−α). Since forα/β < 1 the growth in time

of the second terms of (25) and ((36) is slower than that of the factors(Dβ 0t)
1/β and(γxt)1/(β−α) which actually dominate

the superdiffusion process.
Similarly, with Approach 2 and the final expression (32) we define an alternative characteristic time scalet2 , which

in terms of the process parameters is presented as (37) and (38), namely

c
d

µkt
−α

β−α =

(

Dβ 0

γx

)

tk =
tk

tk
2

, (37)

t2 =

(

Dβ 0

γ1−k
x

) 1
k

=
γβ/α
x

D(β−α)/α
β 0

=





γβ
x

D(β−α)
β 0





1
α

. (38)

Consequently, the ratio defined by (37) can be considered as a scaled quasi-fractional Fourier number (sHr2)
k =

(t/t2)k. Therefore, we may express the penetration depth in two alternative forms, namely

δ2 = (γxt)
1

β−α [(β −α)Φ1(n,α,β )]
1

β−α

[

1+(sHr2)
−α

α−β
1

Ψ(n,α,β )[1−α/(β −α)]

] 1
β−α

. (39)

δ2 = (γxt)
1

β−α

[

(β −α)Φ1(n,α,β )
1

β−α +(sHr2)
−α

α−β
(β −α)Φ0(n,α,β )
[1−α/(β −α)]

] 1
β−α

. (40)

However, the above definitions ofsHr1 andsHr2 raise the question: what is the difference between them and how
to proceed further in the calculations? The answer is straightforward. SincesHr1 = t/t1 andsHr2 = t/t2 then the ratio
sHr1/sHr2 = t1/t2 , i.e. the ratio of the time scales. From the definitions oft1 andt2 we get

sHr1

sHr2
=

t2
t1

=
γx

β/α

Dβ 0
β/α −1

= 1

.
Therefore, the two definitions are identical, i.e.sHr1 = sHr3 = sHr . We will use further only the symbolsHr .

2.3.3 The penetration front propagation and related conditions imposed on the exponentα

It is clear that the values ofα andβ control the behavior of the diffusion processes and therefore it is quite important to see
the mechanism through which the solution controlled byα andβ can delineate two principle regimes of superdiffusion.
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Fast superdiffusion It is noteworthy that the result (36) strictly defines the condition to be satisfied since the physics
dictates a growing in time penetration depth. Now, we stressthe attention on the result (40) where the effect of the
interrelation of the exponentsα andβ is more clear. If for fixed value ofβ the exponentα will increase then the exponent
1/(β −α) will increase, that is a fast propagation in time will take place. Oppositely, for decreasingα the exponent
1/(β −α) will decrease and diffusion will be performed slower. That is, the fast subdiffusion process corresponds to
increasingα within the range 0≤ α ≤ 1 because by definition we have 1< β < 2.

Moreover, the speed of the penetration front isdδ/dt ∝ (1/(β −α))t(1+α−β/(β−α)). The condition 1+α −β > 0
(together withβ > α) assures an increasing in time speed of the penetration front. Precisely, this meansα > β − 1.
If β = 1.1, for instance, then the positive growth of the penetrationdepth needs 0.1 < α < 1 or whenβ = 1.5 , the
condition is 0.5< α < 1. Further, for specific case ofα = 0 (constant coefficient of super diffusivity) the speed of the
front isdδ/dt ∝ (1/β )t(1−β )/β and because the ratio(1−β )/β is always negative, the front will propagate with a speed
decaying in time.

For the intermediate caseα = β − 1, the penetration front propagates linearly in time, i.e.
δ (t) = (γxt)(n+ 1)Φ1(n,α,β ) with a constant speed defined asdδ/dt = Dβ 0(n+ 1)Φ1(n,α,β ) . For α = β we get
δ = 0 and a blow-up of the speed. However, such a situation is impossible because the above estimates indicate that
0≤ α ≤ 1 and 1< β < 2. The present work is restricted to situation where 0≤ α ≤ 1 in order to elucidate in better way
the retardation factor of the fractional orderβ .

All these cases will be discussed further in the analysis of the approximate solutions with respect to the type of
anomalous diffusion process modeled depending on the difference(β −α).

Slow superdiffusion The expression (39) about the penetration depthδ2, without lost of generality, forα < 0 , but with
1< β < 2 ( in order to match the situation with the fast superdiffusion) can be re-written as

δp(t)≡ (Dβ 0t)
1

β+α [(β +α)(n+1)Φ1(n,α,β )]
1

β+α . (41)

If for fixed value ofβ , the absolute value ofα increases then the exponent 1/(β +α) decreases; that is the diffusion
process will decelerate. Oppositely, if the absolute valueof α decreases, the penetration the time growth ofδ will be
faster. That is, theslow superdiffusion processcorresponds to increasing absolute value ofα whenα < 0. Referring to the
case withα = 0 when the spatial damping effect depends only on the value ofthe fractional orderβ we have the case of
slow spatial superdiffusion. Subsequently, withα > 0 (fast spatial superdiffusion) the diffusant will penetrate faster into
the medium. Oppositely, forα < 0 (slow spatial superdiffusion) the diffusion will be slower than in the case withα = 0.

2.3.4 Approximate profiles (solutions)

After determination of the penetration depths by the integral-balance method the approximate solutions are

ua1 =



1−
x

(Dβ 0t)
1
β N1





n

=

(

1−
ξ1

N1

)n

, (42)

N1 = [(β )(n+1)Φ0(n,α,β )]
1
β

[

1+(sHr)
α
β

Ψ(n,α,β )
(1+α/β )

] 1
β
. (43)

ua2 =

(

1−
x

(γxt)
1

β−α N2

)n

, (44)

N2 =

[

(β −α)Φ1(n,α,β )
1

β−α +(sHr)
−α

α−β
(β −α)Φ0(n,α,β
[1−α/(β −α)]

] 1
β−α

. (45)

These approximate solutions define in a natural way the similarity variablesξ1 = x/(Dβ 0t)
1/β andξ2 = x/(γxt)1/(β−α).
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2.4 Evaluation ofΦ0(n,α,β ),Φ1(n,α,β ) andΨ(n,α,β )
The evaluation ofΦ0(n,α,β ) andΦ1(n,α,β ) will be carried out by expansion ofF(η) = (1−η)n as a convergent series
(expressed as a finite sum), namely

Fa(η) = (1−η)n ≈
K

∑
j=0

mjη j ,mj =
F( j)

a (0)
Γ ( j +1)

,0< η < 1. (46)

The fractional integration of (46) (Ref.[44]–p. 70) results in

∂ β Fa(x)

∂ηβ =RL Dβ
x ≈

K

∑
j=0

mj

Γ ( j −β +1)
η1−β = η−β

K

∑
j=0

mj

Γ (1−β +1)
η j . (47)

Particularly, if the Caputo derivative is used, then same operation applied to (46) yields

∂ β Fa(x)

∂ηβ =C Dβ
x ≈

K

∑
j=1

mj

Γ ( j −β +1)
η j−β . (48)

Hence, the only difference is the first term comparing to (47). The series (47) converges [44], that can be easily checked
through the ratio test. Further, integrating the series (46) from 0 to 1 we get the approximation ofΦ0(n,α,β ), that is

Φ0(n,α,β )≈
∫ 1

0

K

∑
j=0

mj

Γ ( j −β +1)
η1−β dη ≈

K

∑
j=0

mj

Γ (2+ j −β )
. (49)

Further, using the result (47) we calculate

ϕ1 = ηα ∂ β Fa(η)
∂ηβ

=RL Dβ
x ≈ ∑ mj

Γ ( j −β +1)
η j−β+α . (50)

Then,

Φ1(n,α,β ) =
∫ 1

0
ϕ1dη =

K

∑
j=0

mj

( j −β +α +1)Γ ( j −β +1)
. (51)

Now, we get

Ψ(n,α,β ) =
K

∑
j=0

mj

( j −β +α +1)Γ ( j −β +1)

(

K

∑
j=0

mj

Γ (2+ j −β )

)−1

. (52)

2.5 Restrictions on the exponent of the profile and ranges of variations

2.5.1 Behavior of the exponentn at the boundaries and restrictions thereof

The integral-balance method define the form of the approximate solution (11) by definition of the functional relationship
of δ (t) as function of the exponentn. However, the boundary conditions imposed by the integral method are not sufficient
to be define (8) [41,45]. Hence, a refining method with already defined function (approximate solution) has to be applied.
At this point we apply the least-squares method where the residual function of (1) is

R(ua(x, t)) =
∂u(x, t)

∂ t
−Dβ (x)

∂ β u(x, t)

∂xβ . (53)

The functionR(ua(x, t))should be equal to zero ifua is the exact solution but with approximate profile we should look for
a minimum thus defining the exponentn.With ua = (1− x/δ )n = Fa(η)we have

R(ua(x, t)) = n(1−η)n−1 n
δ

dδ
dt

−Dβ 0δ−β ∂ β Fa(η)
∂ηβ − γxδ α−β ∂ β Fa(η)

∂ηβ . (54)

At the boundaryx = 0 = η = 0) we haveR(ua(x, t)) = 0 for anyn and therefore additional constraints cannot be
defined.

Further, at the vicinity of the front, that is forx−→ δ we will use for the analysis the definition of the Caputo derivative
(4): with the assumed profile (11) the function inside the fractional integral isd2ua(x, t)/dx2 = [n(n−1)(1− x/δ )n

]δ−2.
The Goodman boundary conditions (8) forx −→ δ can be satisfied ifua(δ , t) = limx−→δ (1− x/δ )n−2 that impose the
requirementn> 2.
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2.5.2 Evaluation of the truncated series expansions ofΦ0(n,α,β , Φ1(n,α,β ) andΨ(n,α,β ): additional constraint on
the exponentn

The penetration depth contains the terms ofΦ0(n,α,β ) , Φ1(n,α,β )andΨ(n,α,β ) and therefore the reasonable questions
are :What the minimum value ofn (at givenα andβ ) is in order to assure the conditionsΦ0(n,α,β > 0) andΦ1(n,α,β )>
0 . Answering to this question we have to take into account thatΨ(n,α,β )> 0 because the value ofδ is physically defined
and positive by nature. Answers are given by Fig. 1a,b in case ofRLΦ0(α = 0,n,β ) referring to the results reported in [42]
for Dβ 0 = const. where it established that 9 terms of the truncated series expansion are enough (the same was established
in [43] whenDβ = Dβ 0 = xα ) . The plots reveal that the variation ofΦ0(n,α,β > 0) in a large interval of variation ofn
decreases asβ increases. Now, the next step is to find the minimal values ofn assuringΦ0(n,α,β > 0) using the already
defined ranges of variationsnmin < n< nmax (see Fig.1a,b).

Fig. 1: Effect of the value of the exponentn on the variations ofΦ0(n,α,β ) and the number of terms of the truncated expansions of the
assumed profile. Case for and two distinct values of the fractional order a)β = 1 ; b) β = 1.5

The numerical experiments presented in Fig. 2 clearly indicate that within the range of variation ofn(nmin< n< nmax)
for various 0< α < 1 and 1< β < 2 , we getΦ1(n,α,β )> 0. It is noteworthy that within the same range of variations of n
the positive branch ofΨ(n,α,β ) is narrower (see Fig. 3), bounded by vertical asymptotes passing trough the boundaries of
the range of variations ofn. Besides, these branches of the curveΨ(n,α,β ) exhibit minima with almost flat bottoms.These
estimates allow to define approximately the range where the optimal values of the exponentn assuring minima of the
residual functions should searched for.

2.5.3 Order of magnitudes ofDβ 0 andγx

Here we meet serious obstacles since the dominating published results [28,32] are not related to real problems but mainly
stress the attention on calculations. To avoid this problemand demonstrate feasibility of the developed approximate
solutions we refer to some integer-order problems with spatially-varying diffusivity. Referring to the works of Hammed
and Lebedeff [46] ,Voller[47] an others [48,49,50,51] we stress attention that in most cases it is assumedDβ 0 ≈ 1 and
0 < α < 1 (which matches the preceding estimates in this work) . Since , sHr plays the role of the fractional Fourier
number it is better to represent the approximate solutions in terms of the similarity variablesξp = x/(Dβ 0t)

1/(β−α) (or
ξpp = x/(Dβ 0t)

1/β ) andsHr . If we assumeDβ 0 = 1 for simplicity andt = 1 , thensHr = γx . Further in this article we
will use this simplified case to demonstrate how the optimal exponent of the approximate solution depends onα andβ .
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Fig. 2: Effect of the value of the exponentn on the variations ofΦ0(n,α,β ) andΦ1(n,α,β ) as well as the number of terms of the
truncated expansions of the assumed profile in two distinct cases a)α = 0.1 andβ = 1.1 ; b) α = 0.8 andβ = 1.8

Fig. 3: Effect of the value of the exponentn on the variations ofΦ0(n,α,β ) , Φ1(n,α,β ) andΨ (n,α,β ) (9 terms truncated series
expansion ofua) and four distinct combinations of the exponentα and the fractional orderβ : (a) Case withα = 0.1 andβ = 1.5 ; (b)
Case withα = 0.1 andβ = 1.8; (c) Case withα = 0.8 andβ = 1.1 ; (d) Case withα = 0.8 andβ = 1.4
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2.6 Mean squared error of approximation and optimal exponents

The Langford criterion [52] for the integral-balance method can be defined as

EL(n,α,β , t) =
∫ δ

0
(R(ua(x, t))

2dx−→ min. (55)

In terms of the dimensionless variableη the integral in (55) can be expressed as

∫ 1

0

(

n(1−η)n−1 n
δ

dδ
dt

−Dβ 0δ−β ∂ β Fa(η)
∂ηβ − γxδ α−β ∂ β Fa(η)

∂ηβ

)

dη −→ min. (56)

Let us, for example, see what the expression ofELp(,α,β ) in the case of power-law diffusivity. From ((25) we have

thatdδ/dt = (n+1)δ 1+α−βΦ1(n,α,β ). Hence, withδ−1
dδ/dt = (n+1)δ α−β Φ1(n,α,β ) we can express eq.(56) as

EL(n,α,β , t) = (Dβ 0δ α−β )2eLp(n,α,β )−→ min, (57)

eLp(n,α,β ) =
∫ 1

0
[n(n+1)Φ(n,α,β )(1−η)n−1−ηα ∂ β Fa(η)

∂ηβ ]dη . (58)

Taking into account thatδ α−β = tDβ 0(β −α)(n+1)Φ1(n,α,β ) the way to ensure minimum error of approximation
is to minimize with respect ton the second term of (57) , i.e.eLp(n,α,β ).

The error measure (57) can be presented asEL(n,α,β ) = eL(n,α,β )t−4, because the nominator gets in each term
some of these products:δ−2δ 2

t ≡ (1/t4), δ 2β ≡ (t−2) andδ−(1+β )δt ≡ (t−2) , while the denominator is proportional to
δ−2β ≡ (t2). The estimation of the optimaln , minimizingeL(n,α,β ) was carried out in accordance with the following
practically oriented scheme:

1.First, for given values ofα and β ,starting from an integer-order value ofn within the rangenmin < n < nmax
(see Fig.1 and Fig.2), not too close to the vertical asymptotes boundingΨ(n,α,β ) and 9 terms of the series expansions of
Φ0(n,α,β ) andΦ1(n,α,β ) calculate the integral in (58) (by using Maple, for instance). The results will allow to calculate
eL(n,α,β ).

2.Collecting all the dataeL(n,α,β ) is it possible to create the functional relationshipeL(n,α,β ) againstn.Interpolation
by as much as possible high-order polynomial will allow to define the minimum and therefore the optimaln. The optimal
exponents defined in this way are presented in Table 1.

The values of optimal exponents reveal that they are independent of and but decrease with increase in , as it is illustrated
in Fig. 4b (the same behavior was observed in [43] with Dβ (x) = Dβ 0xα ). The result could be attributed to the low impact
of the second term (in the squared brackets) in the expressions for and which is proportional to and which in the range of
variations of and have negligible effects on the penetration depth. In this context, the dependence of from is practically
linear as it demonstrated in Fig.4c .

3 Numerical Experiments and Analyzes

3.1 Two-dimensional profiles and classification of the transport regimes

Approximate solutions as profiles expressed through the similarity variableζ1 are shown in Fig.5 and Fig.6. In general,
they demonstrate that the increase inα results is larger values ofδ that can be easily detected by the points where the
profiles cross the abscissas.

The mean square displacement can be generalized as [53,54]

〈x2〉=

∫ δ

0
x2u(,x, t)dx∝ t

2
dw . (59)

For dw = 2 one classifies the diffusion process as follows [53,54,55,56]: diffusion on fractal structureis defined
with dw > 2 , that is the transport is dispersive with reduced diffusion corresponding to the subdiffusion process because

〈x2〉 =∝ t
2

dw and 2/dw < 1; for dw = 2 we have the Fickian diffusion.The casedw < 2 indicatesenhanced diffusionwith
the following sub-cases: for 1< dw < 2 the transport regime isintermediate,for dw = 1 there is aballistic transportand for
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Fig. 4: Exponents determined by a minimization of the residual function. a) Residual functions around the minima for various values
of the fractional orderβ . Demonstrative case for andα = 0.1 andsHr = 1.0. b) Three-dimensional scattered diagramnopt = f (α,β ) .
Case forsHr = 1.0. c) Data correlationnopt = f (β ) by a linear relationship. Case ofα = 0.25 andsHr = 0.1 . Due to the invariance of
the values ofnopt with respect to the exponentα andsHr this correlation is valid for the entire ranges of the variations of the parameters
studied in this article.Note :For the sake of simplicity the fractional Fourier numbersHr is denoted hereafter in the figures simply asH

dw < 1 aturbulent transporttakes place. The means squared displacement of the process at issue and with the approximate
profile (8) is

〈x2〉=

∫ δ

0
x2
(

1−
x
δ

)n
dx=

2δ 2

(n+1)(n+2)
. (60)

With the assumed profile used in this work (see the expressionaboutδ2 for example) we get〈x2〉 ≡ δ 2 ∝ t
2

(β−α) (see
the expression aboutδ2 for example), that is difference(β −α) controls the process (see also [43] for similar results). It
is worthy to stress the attention that irrespective of the expression aboutδ1 or δ2 the penetration depth is one and the same
since it is physically defined quantity, that isδ1 = δ2 = δ . Since 1< β < 2 in the case ofδ 2

1 ∝ t1/β we have regimes
of subdiffusion transports. This case confirms the results developed in [42] for α = 0 , therefore forγx = 0 andDβ (x) =
Dβ0= const. Moreover, when the special diffusivity is represented by a simple power-law as [43] Dβ (x) = Dβ 0xα we

haveδ 2 ∝ t1/(β−α). Both cases where developed here in solution focusing on thepenetration depth. Since the special
diffusivity at issue is an additive function of this two simple cases it would be expected that their characteristic features
will appear in the distribution of the approximate solutions along the abscissa (against the similarity variableζ ). The plots
in Fig. 5 and Fig. 6 clearly demonstrate the effect ofβ in the arrangement of the curves from left to right but the effect
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Table 1: Optimal exponents for various values ofα, β andsHr

β 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 1.99
nopt nopt nopt nopt nopt nopt nopt nopt nopt nopt

sHr α = 0 6.823 6.490 6.082 5.691 5.381 5.076 4.708 4.411 4.003 3.780
0.001 α = 0.1 6.780 6.329 6.084 5.728 5.380 5.039 4.707 4.381 4.064 3.784
0.01 α = 0.1 6.780 6.447 6.084 5.728 5.380 5.039 4.706 4.381 4.064 3.785
1.0 α = 0.1 6.780 6.447 6.090 5.729 5.380 5.039 4.706 4.381 4.064 3.785
10 α = 0.1 6.780 6.447 6.084 5.728 5.380 5.040 4.708 4.386 4.064 3.785

β −α 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.88
0.001 α = 0.25 6.818 6.570 6.084 5.728 5.380 5.039 4.707 4.381 4.064 3.784
0.01 α = 0.25 6.818 6.447 6.084 5.727 5.380 5.039 4.710 4.381 4.070 3.785
1.0 α = 0.25 6.780 6.447 6.090 5.729 5.380 5.039 4.707 4.381 4.064 3.785
10 α = 0.25 6.780 6.447 6.084 5.728 5.380 5.040 4.708 4.386 4.064 3.785

β −α 0.85 0.95 1.05 1.15 1.25 1.35 1.45 1.55 1.65 1.74
0.001 α = 0.5 6.818 6.447 6.084 5.728 5.345 5.039 4.707 4.381 4.064 3.785
0.01 α = 0.5 6.818 6.447 6.084 5.728 5.351 5.039 4.707 4.381 4.064 3.785
1.0 α = 0.5 6.818 6.447 6.084 5.728 5.376 5.039 4.707 4.381 4.064 3.785
10 α = 0.5 6.818 6.447 6.084 5.728 5.346 5.039 4.707 4.381 4.064 3.785

β −α 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.49
0.001 α = 0.75 6.818 6.447 6.084 5.728 5.380 5.039 4.707 4.381 4.064 3.784
0.01 α = 0.75 6.818 6.447 6.084 5.728 5.380 5.039 4.707 4.381 4.064 3.785
1.0 α = 0.75 6.818 6.449 6.084 5.728 5.380 5.100 4.707 4.381 4.063 3.784
10 α = 0.75 6.818 6.449 6.084 5.728 5.380 5.039 4.707 4.3821 4.063 3.785

β −α 0.35 0.45 0.55 0.65 0.75 0.85 0.95 1.05 1.015 1.24
0.001 α = 1.0 6.818 6.447 6.084 5.728 5.380 5.039 4.707 4.390 4.063 3.785
0.01 α = 1.0 6.818 6.449 6.084 5.728 5.380 5.039 4.707 4.381 4.063 3.785
1.0 α = 1.0 6.818 6.447 6.084 5.728 5.380 5.039 4.707 4.381 4.064 3.790
10 α = 1.0 6.818 6.447 6.084 5.728 5.380 5.039 4.707 4.390 4.063 3.785

β −α 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.99

of α is not obvious and therefore we have the answer the question:why the order of arrangements the profiles changes in
both sides of the pointβ −α = 1 ? To answer this question it is better to use the alternativecaseδ2 ∝ t2/(β−) .

Forβ −α < 2 , which encompass all cases studied here we have enhanced diffusion with the following sub-cases [53,
54,55,56], namely: for 1(−α)< 2 the transport regime isintermediate, for (β −α) = 1 there is aballistic transportand
for (β −α)< 1 a turbulent transporttakes place. Now, the data summarized in Table 1 allows identifying that:

For α = 0 andα = 0.1 we have 0< (β −α) < 2 and all profiles are propagating faster with increase in thefractional
orderβ thus corresponding to theintermediate transportregime .

For α = 1 in all cases 0< (β −α)< 1 the profiles correspond to theturbulent transportregime.

Intermediate values ofα there is a change in the transport mechanism depending on thevalue ofβ , namely

α = 0.25,1.3< β < 1.9=⇒ 1< (β −α)< 2

,
α = 0.5,1.5< β < 1.9=⇒ 1.5< (β −α)< 2

,
α = 0.75,1.8< β < 1.8=⇒ 1< (β −α)< 2

.
Using these estimations we state that with increasing inα the process shifts from theintermediateto the turbulent

regime, andvice versa. In the present study there are two cases corresponding to(β −α) = 1 , i.e. (α = 0.1 andβ = 1.1)
and (α = 0.5 andβ = 1.5 ). As commented earlier, in these cases the fronts propagate with constant speeds.
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Fig. 5: Approximate two-dimensional profiles. Situations when theorder of arrangement of the profiles along the abscissa follows the
decrease in the fractional orderβ corresponding to the range 0≤ α ≤ 0.5. The case corresponds to intermediate and turbulent transport
regimes (see the comments in the text). Case ofsHr = 1.0 . a)α = 0 ; b) α = 0.1 ; c) α = 0.25 ; d)α = 0.5

A good example is the solutions forα = 0.5 , where the transport mechanism forβ < 1.5 is different from that for
β > 1.5 although the arrangement of the curves follows the same order as that exhibited by the solution for cases with
β −α < 1 , precisely the cases forα = 0.75 andα = 1 correspond to theturbulent transport.

All these transients from one transport mechanism to another strongly depends on the differenceβ −α and affect the
arrangement of the approximate profiles along the abscissa,as commented above. More clear explanations come up from
the three-dimensional presentation of the approximate solution commented in the next section.

3.2 Three-dimensional profiles and evolution ofδ (t) with respect toβ and(β −α)

Three-dimensional presentations of the approximate solution in the formua= f (ξ ,β ,α = const.,sHr = const.) are shown
in Figs. 7, 8, 9 and 10. The optimal exponentnopt was approximated as a function of the fractional orderβ asnopt =
10−3.4β (see Fig. 4c. ) since it is practically independent of the exponentα .

It is noteworthy that fixed value of the dimensionless numbersHr means a fixed moment of time scaled by the
characteristic time (t1 or t2 ).Hence, when similarity variable is used as available along the axisξ ,in fact, this is a scaled
axis of the coordinatex at fixed moment of time. Now, after these preliminary explanation let us see the solution at
different times and the effect of the differenceβ −α .
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Fig. 6: Approximate two-dimensional profiles. Situations when theorder of arrangement of the profiles along the abscissa do not
follow exactly the decrease in the fractional orderβ corresponding to the range 0.75≤ α ≤ 1.0 , that is almost linear dependence
Dβ0(x) = f (x) (see the comments in the text). Case ofsHr = 1.0 . a)α = 0.75 ; b)α = 1.0

3.2.1 Small, moderate and large time solutions

The three-dimensional representations of the approximatesolutions in Fig. 7 and Fig. 8, represents cases of small (sHr=0.1
) and moderate (sHr=1 ) times. The envelopeδ (t) shows the front propagation and its variation along theβ axis. In general,
for α < 0.5 the short time solutions correspond toδ < 4ξ and we have an envelopeδ ()t , concave in shape with respect
to theβ axis. The increase in the area between the lineδ (t) and theβ axis corresponding to the cases where−α < 1
makes the envelope more concave. To clarify this statement,let see the large time solutions represented by the case when
sHr = 5 (see Fig.9) andsHr = 10 (see Fig.10) but forα < 0.5 as in these shown in Fig. 7 and Fig. 8. The increase in
time makes the envelopeδ (t) convex in shape (with respect to theβ axis. It is easy to detect differences inδ (t) whenβ
varies from 1 to 2 and the effect of the differenceβ −α . Looking at the meaning of the fractional orderβ the slowest
case whenβ = 2 corresponds to the classical diffusion equation and the shorter penetration depthδ (t) , respectively. The
reduction in the values ofβ transforms the governing equation to a model correspondingto faster transport regimes with
a limit whenβ = 1 with the largestδ (t) . Therefore, the solutions and they behaviours when the controlling fraction order
β varies are physically adequate.

3.2.2 Almost linear and linear relationshipDβ (x)

It is interesting to see the solution behaviour whenDβ (x) = Dβ 0+ γxxα approaches the linear relationship. Two cases
for α = 0.75 andα = 1 are presented in Fig.11 and Fig. 12 respectively. In these cases the increase in time (from the
top of the column of sub-figures to the bottom) indicates concaveδ (t) profiles with respect to theβ axis. For the linear
case (α = 1 ) we can clearly see the retardation (forcing) effect ofα since in all these cases(0.1≤s Hr ≤ 10) we have
β −α < 1 except the limiting situation withβ = 2 and consequently the front propagation is asδ (t) ∝ t1/(β −α) where
1/(β −α)> 1/2 , that completely corresponds to superdiffusive transport 1/[(β −α)]2 > 1 . The solutions with the lower
value ofα = 0.75 in Fig. 11 encompass cases withβ −α < 1 andβ −α > 1 (β > 1.75) and the simultaneous effect of
the fractional orderβ and the exponentα .

4 Conclusions

This paper reported approximate analytical solution of transient space-fractional diffusion (Dirichlet problem) bya
synergistic combination of the integral-balance method, which in fact allows solving the problem by the two-point
method, and the least-squares approach allowing defining the optimal exponent of the assumed profile. Precisely, the

c© 2017 NSP
Natural Sciences Publishing Cor.

www.naturalspublishing.com/Journals.asp


34 J. Hristov : Space-fraction diffusion with a potential...

Fig. 7: Three-dimensional approximate profiles (solutions)
for small times (sHr = 0.1) as a function of the exponent
α and the fractional orderβ demonstrating the effect of the
difference(β −α) on the shape of the advancing frontδ (t) (
the red line in the web version) within the range 0≤ α ≤ 0.5
. Note: the line is hand-made drawn demonstrating only the
tendency in variation of the frontδ (t) .

Fig. 8: Three-dimensional approximate profiles (solutions)
for moderate times (sHr = 1.0) as a function of the exponent
α and the fractional orderβ demonstrating the effect of the
difference(β −α) on the shape of the advancing frontδ (t) (
the red line in the web version) within the range 0≤ α ≤ 0.5
. Note: the line is hand-made drawn demonstrating only the
tendency in variation of the frontδ (t) .
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Fig. 9: Three-dimensional approximate profiles (solutions)
for large times (sHr = 5) as a function of the exponentα
and the fractional orderβ demonstrating the effect of the
difference(β −α) on the shape of the advancing frontδ (t) (
the red line in the web version) within the range 0≤ α ≤ 0.5
. Note: the line is hand-made drawn demonstrating only the
tendency in variation of the frontδ (t) .

Fig. 10: Three-dimensional approximate profiles (solutions)
for large times (sHr = 10) as a function of the exponentα
and the fractional orderβ demonstrating the effect of the
difference(β −α) on the shape of the advancing frontδ (t) (
the red line in the web version) within the range 0≤ α ≤ 0.5
. Note: the line is hand-made drawn demonstrating only the
tendency in variation of the frontδ (t) .
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Fig. 11: Three-dimensional approximate profiles (solutions)
for almost linear functional relationshipDβ (x) = f (x) (α =
0.75 ) as a function of the exponentα and the fractional order
β demonstrating the effect of the difference(β −α) on the
shape of the advancing frontδ (t) ( the red line in the web
version) within the range 0≤ α ≤ 0.75 . From top to the
bottom of the column the time increases (increased values of
sHr ) Note: the line is hand-made drawn demonstrating only
the tendency in variation of the frontδ (t)

Fig. 12: Three-dimensional approximate profiles (solutions)
for almost linear functional relationshipDβ (x) = f (x) (α =
1.0 ) as a function of the exponentα and the fractional order
β demonstrating the effect of the difference(β −α) on the
shape of the advancing frontδ (t) ( the red line in the web
version) within the range 0≤ α ≤ 0.75 . From top to the
bottom of the column the time increases (increased values of
sHr ) Note: the line is hand-made drawn demonstrating only
the tendency in variation of the frontδ (t)
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front functional relationship, termed hers as penetrationdepth is developed by the single-integration approach of the
integral-balance method. The refining of the approximate solution that is the determination of the optimal exponent uses
the least-squares approach by minimization of the residualfunction of the governing equation. Further, the assumed
parabolic profile expansion as a convergent power-law series allows easily applying either integer-order or
fractional-order differentiation and integrations.

The solution reveals that the front propagation depends on the inverse of the difference of the fractional orderβ and
spatial exponent of the diffusion coefficientα thus allowing transitions from subdiffusive to superdiffusive transport
regime.

The optimal exponent of the approximate profile is practically independent of the spatial exponent of the diffusion
coefficient but it is strongly affected by the fractional order β demonstrating almost linear relationship; the optimal
exponent decreases with increase in the fractional orderβ . The three-dimensional presentation of the results permits to
demonstrate the effect of the difference of the fractional order β and spatial exponent of the diffusion coefficientα .
Moreover, the potential power-law spatial relationship ofthe diffusion coefficient conceived in this article resultsin
definition of the fractional Fourier number controlling theprocess. This allowed demonstrating the effect of the
fractional Fourier number on the development of the approximate solution at short, moderate and large times.
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