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Abstract: This paper introduces a new four-parameter distribution motivated mainly by dealing with series-parallel or parallel-series
systems is introduced. Moments, conditional moments, meandeviations, moment generating function, probability weighted moments,
quantile, Lorenz and Bonferroni curves of the new distribution including are presented a. Entropy measures are given and estimation of
its parameters is studied. A real data application is described to show its superior performance versus some known lifetime models.
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1 Introduction

This research aims at introducing a new four-parameter lifetime distribution with physical motivations. The proposed
distribution gives preferred fits over a large number of the known lifetime distributions, including those with four
parameters.
Our second motivation is based on a practical situation, where a company has two factories. The productions of the two
factories are assembled together before going to the market. However, the production manager will interested in
analyzing the characteristics of each production line separately. The problem here is that one factory consists of
machines in sequence (connected in series) with a replicated of each individual machine, while the other factory is a
collection of machines connected in tandem as subsystems and the subsystems are connected in parallel. So, this system
that can handle a mix of series-parallel or parallel-seriesconfiguration, i.e., Min MaxXi or Max Min Xi . Then, the
cumulative distribution function ofX, sayG(x), can be derived as follows:

1.1 Distribution of series-parallel system (Mini Max)

Nadarajah et al. [8] introduced a two-parameter distribution which representa general model by taking the probability
density function of the cumulative distribution function of failure times to be given byf () andF(), respectively. Its cdf is
given by

G(x) =
exp(−λ +λF(x))−e−λ

1−e−λ −π +πexp(−λ +λF(x))
, (1)

for x> 0,λ > 0 and 0< π < 1. the corresponding probability density function is,

g(x) =
λ (1−π)(1−e−λ) f (x)exp(−λ +λF(x))
(

1−e−λ −π +πexp(−λ +λF(x))
)2 , (2)
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The Weibull distribution is a widely used statistical modelfor studying fatigue and endurance life in engineering
devices and materials. So we chose it as a base distribution.A random variableX is said to have a Weibull distribution
with parameterα,β .if its probability density is defined as,

f (x) = αβ αxα−1e−(β x)α
,x> 0,α > 0,β > 0. (3)

The corresponding cumulative distribution function (cdf)is:

F(x) = 1−e−(β x)α
,x> 0,α > 0,β > 0. (4)

Assume that the failure times of the units for the i th system,sayZ(i,1),Z(i,2), . . . ,Z(i,M) , are independent and identical
weibull random variables with the scale and shape Parameterβ ,α. Let Yi denote the failure time of the ith system. Let
X denote the time to failure of the first of theN functioning systems. We can writeX = min(Y1,Y2, ,Yn). The conditional
cumulative distribution function ofX givenN is,

G(x) =
exp
(

−λe−(β x)α
)

−e−λ

1−e−λ −π +πexp
(

−λe−(β x)α) , (5)

for x> 0,α > 0,β > 0,λ > 0and0< π < 1. The corresponding probability density function is,

g(x) =
λ αβ α(1−π)(1−e−λ)x(α−1)exp

(

−(βx)α −λe−(β x)α
)

(

1−e−λ −π [1−exp
(

−λe−(β x)α)
]
)2 , (6)

for x> 0,α > 0,β > 0,λ > 0and0< π < 1. we shall refer to the distribution given by (5) and (6) as the geometric
weibull Poisson (GWP).

1.2 Distribution of Parallel-Series System (Max Mini)

Suppose the machine is made of M series units, so that the machine will fail if one of the units fail. Assume thatMis
a truncated Poisson random variable independent ofN.in addition, the failure times of the units for the i th system, say
Z(i,1),Z(i,2), . . . ,Z(i,M) are independent and identical weibull random variables with the scale and shape Parameterβ ,α.

Let Yi denote the failure time of the ith system. LetXdenote the time to failure of the last of theN functioning systems.
We can writeX = max?(Y1,Y2, ,Yn). Then, the cumulative distribution function ofX, sayG(x), can be derived as follows:
the conditional cumulative distribution function of X given N is,

G(x) =
(1−π)Pr(Y ≤ x)
1−πPr(Y ≤ x)

, (7)

and

Pr(Y ≤ x) = Pr
[

(Z(i,1),Z(i,2), . . . ,Z(i,M))≤ x
]

=
exp(λ )−exp

(

λe−(β x)α
)

eλ −1
,

so

G(x) =
(1−π)[1−exp

(

−λ +λe−(β x)α
)

−e−λ ]

1−e−λ −π +πexp
(

−λ +λe−(β x)α) (8)

for x> 0,α > 0,β > 0,λ > 0 and 0< π < 1. the corresponding probability density function is,

g(x) =
λ αβ α(1−π)(1−e−λ)x(α−1)exp

(

−(βx)α −λ +λe−(β x)α
)

(

1−e−λ −π [1−exp
(

−λ +λe−(β x)α)
]
)2 , (9)
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We shall refer to the distribution given by (8) and (9) as the geometric weibull Poisson (GWP1). The parameters,λ and
π , control the shape. The parameter,β , controls the scale.
Ghitany et al. [6] investigated the properties of the zero-truncated Poisson-Lindley distribution. There exist some
parametric models which are obtained in a compounding or mixing way with decreasing failure rate (DFR) such as the
exponential geometric (EG) distribution (Adamidis and Loukas, [2]), modified Weibull geometric distribution (Wang and
Elbatal, [12]), the extended exponential geometric (EEG) distributionhas also been introduced by Adamidis et al. ([3])
which is an extension of the EG model with DFR and increasing failure rate (IFR) functions. Silva et al. [11] defined the
generalized exponential geometric (GEG) distribution andshowed that its failure rate function can be increasing,
decreasing or unimodal. A Weibull geometric (WG) extensionof the GE distribution was proposed by Barreto-Souza et
al. for modeling monotone or unimodal failure rates. Mahmoudi and Shiran ([7]) introduced the exponentiated Weibull
geometric distribution. Nadarajah et al.[8] proposed a geometric exponential Poisson distribution (GEP) and provided a
comprehensive account of its mathematical properties. Thefailure rate function associated with (6) is given by

h(x) =
λ αβ α(1−e−λ )x(α−1)exp

(

−(βx)α −λe−(β x)α
)

(

1−exp(−λe−(β x)α
)
)(

1−e−λ −π [1−exp
(

−λe−(β x)α)
]
) , (10)

Also, the reversed failure rate function

rh(x) =
λ αβ α(1−π)(1−e−λ)x(α−1)exp

(

−(βx)α −λe−(β x)α
)

(

exp(−λe−(β x)α
)−e−λ

)(

1−e−λ −π [1−exp
(

−λe−(β x)α)
]
) ,

Figure 1 (a) and (b) provide some plots of theGWPdensity curves for different values of the parametersλ ,β ,α andp.

(a) (b)

Fig. 1: Plots of theGWPdensity function for some parameter values.

Figure 2 does the same for the associated hazard rate function, showing that it is quite flexible for modelling survival
data.
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(a) (b)

Fig. 2: Plots of theGWPhazard rate function for some parameter values.

Figure 2 illustrates possible shapes of (10) for selected parameter values. The shape appears monotonically
increasing for a and p sufficiently small. The shape appears monotonically decreasingα = 1andβsufficiently small. The
shape appears upside down bathtub for bothβandλ sufficiently small.

The rest of the paper is organized as follows: In Section.2, we derive an expansion to the pdf and the cdf functions. In
Section.3, gives the quantile function for the new model. InSection 4, some properties of the new distribution are given.
Bonferroni and Lorenz Curves and mean deviations are discussed In Section 5. In Section 6, we introduce the method of
likelihood estimation as point estimation of the unknown parameters. . In Section 7, contains measures of uncertainty.In
Section 8, we fit the distribution to a real data set to examineit and to suitability it with nested and non-nested models.

2 Expansion for the pdf and the cdf Functions

In this section we give another expression for the pdf and thecdf functions using the Maclaurin and Binomial expansions
for simplifying the pdf and the cdf forms.

2.1 Expansion for the pdf Function

From (8), using the expansions

(1− z)−b =
∞

∑
i=0

(

−b
i

)

(−z)i
, |z|< 1, (11)

and

e−x =
∞

∑
i=0

(−x)i

i!
, (12)

Using (11), we can write (6) as

g(x) =
λ αβ α(1−π)(1−e−λ)x(α−1)exp(−(βx)α)

(

1−e−λ −π
)2

∞

∑
k=0

(

−2
k

)[

π
(1−e−λ −π)

]k

exp
[

−λ (k+1)e−(β x)α
]

. (13)

Applying (12) to (13) for the termexp
[

−λ (k+1)e−(β x)α
]

,(13)can be written as:
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g(x) =
λ αβ α(1−π)(1−e−λ)x(α−1)exp(−(βx)α)

(

1−e−λ −π
)2

∞

∑
k, j=0

(

−2
k

)

(−1) j

j!

[

π
(1−e−λ −π)

]k

λ j(k+1) jexp(− j(βx)α) . (14)

(14)can be written as:

g(x) =
λ αβ α(1−π)(1−e−λ)∑∞

k, j=0

(

−2
k

) (−1) j

j !
(

1−e−λ −π
)2

[

π
(1−e−λ −π)

]k

λ j(k+1) jxα−1exp(−( j +1)(βx)α) . (15)

The pdf ofGWPdistribution can then be represented as:

g(x) =
∞

∑
k, j=0

Ak, jx
α−1exp(−( j +1)(βx)α) , (16)

WhereAk, j is a constant term given by:

Ak, j =

(

−2
k

)

αβ α(1−π)(1−e−λ)(−1) jπkλ j+1(k+1) j

(

1−e−λ −π
)k+2

j!
.

2.2 Expansion for the cdf Function

Applying the expansion in (11) to (5), the cdf function of theGWPdistribution can be written as:

G(x) =
∞

∑
k=0

(

−1
k

)πk
[

exp
[

−λ (k+1)e−(β x)α
]

−exp
[

−λ − kλe−(β x)α
]]

(

1−e−λ −π
)k+1 .

3 Quantile Function

The quantile function is obtained by inverting the cumulative distribution (5), where the p-th quantilexp of the GWP
model is the real solution of the following equation:

xp =

{

−1
β α ln

[

−1
λ

ln

(

p(1−π)+ (1− p)e−λ

1−π p

)]} 1
α

. (17)

An expansion for the medianMfollows by takingp= 0.5.

x0.5 =

{

−1
β α ln

[

−1
λ

ln

(

1−π +e−λ

2−π

)]}
1
α

.
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4 Statistical Properties

In this section, moments, conditional moments, Moment Generating Function of theGWPdistribution.

4.1 Moments

Therth non-central moments or (moments about the origin) of theGWPunder using equation (16) is given by:

µ ′
r = E(Xr) =

∞
∫

0

Xrg(x)dx,

µ ′
r =

∞
∫

0

Xr
∞

∑
k, j=0

Ak, jx
α−1exp(−( j +1)(βx)α)dx,

then

µ ′
r =

∞

∑
k, j=0

Ak, j
Γ
(

r+α
α
)

αβ α+r( j +1)
α+1

α
(18)

µ = µ ′
1 =

∞

∑
k, j=0

Ak, j
Γ
(α+1

α
)

αβ α+1( j +1)
α+1

α

4.2 Conditional and Reversed Conditional —Moments

For lifetime models, it is useful to know the conditional moments defined asE(xr |x> t)

E(xr |x> t) =
1

[1−G(t)]

∞
∫

t

xrg(x)dx,

using equation (18) the conditional moments is,

E(xr |x> t) =
1

[1−G(t)]

∞

∑
k, j=0

Ak, j
Γt
(

r+α
α
)

αβ α+r( j +1)
α+1

α

whereΓt(a) =
∞
∫

t
xa−1e−xdx is the upper incomplete gamma function.

Reversed conditional moments defined as E(xr |x≤ t)

E(xr |x≤ t) =
1

[G(t)]

t
∫

0

xrg(x)dx,

using equation (18) the conditional moments is,

E(xr |x≤ t) =
1

[G(t)]

∞

∑
k, j=0

Ak, j
Γ
(

r+α
α , t

)

αβ α+r( j +1)
α+r

α
,

whereΓ (a, t) =
t
∫

0
xa−1e−xdxis the lower incomplete gamma function.
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4.3 The Moment Generating Function

The moment generating function,Mx(t), can be easily obtained as:

Mx(t) =

∞
∫

0

etxg(x)dx,

Mx(t) =

∞
∫

0

etx
∞

∑
k, j=0

Ak, jx
α−1exp(−( j +1)(βx)α)dx,

then, the moment generating function of theGWPdistribution is given by,

Mx(t) =
∞

∑
k, j ,i=0

Ak, j t iΓ
(

i+α
α
)

αβ α+i( j +1)
α+i

α

where

E(ex) =
∞

∑
i=0

E(xi)

i!
.

4.4 Probability Weighted Moments

ThePWMsare expectations of certain functions of a random variable and they can be defined for any random variable
whose ordinary moments exist. ThePWMmethod can generally be used for estimating parameters of a distribution whose
inverse form cannot be expressed explicitly. The(s, r) th PWMof following theGWPdistribution, sayτs,r , is formally
defined by

τs,r = E [XrG(x)s] =

∞
∫

0

XrG(x)sg(x)dx,

τs,r =
αλ β α(1−e−λ )(1−π)

(1−e−λ −π)s+2

∞
∫

0

Xr+α−1
[

exp
(

−λe−(β x)α
)

−e−λ
]s

exp
[

−(βx)α −λe−(β x)α
]

[

1+
π[1−exp(−λ e−(βx)α )]

1−e−λ−π

]s+2 dx, (19)

Using the expansions in (11), (12), and Binomial, and applying in (19) we get

τs,r =
∞

∑
k=0

s

∑
i=0

∞

∑
j=0

Mk: j

∞
∫

0

Xr+α−1exp[−( j +1)(βx)α ]dx,

where

Mk: j =

(

−s−2
k

)(s
i

)

(−1) j+s−iα(1−e−λ )(1−π)e−λ (s−i)πkβ α λ j+1(k+ i +1) j

(

1−e−λ −π
)s+k+2

j!

By using gamma function we get

τs,r =
∞

∑
k=0

s

∑
i=0

∞

∑
j=0

Mk: j
Γ
(

r+α
α
)

αβ α+r( j +1)
α+r

α
.

If s= 0,τ0,r = E(Xr) = µ ′
r given in (18).

5 Lorenz Curves, Bonferroni and Mean Deviations

In this section, we present Lorenz curves, Bonferroni and the mean deviation about the mean, the mean deviation about
the median. Bonferroni and Lorenz curves are income inequlity measures that are also useful and applicable in other areas
including reliability, demography, medicine and insurance.
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5.1 Lorenz Curves and Bonferroni

The Lorenz curvesL(G)and BonferroniB(G)are defined by

L(G) =
1
µ

x
∫

0

tg(t)dt,

L(G) =
∞

∑
k, j=0

Ak, j
Γ
(α+1

α ,x
)

µαβ α+1( j +1)
α+1

α

whereΓ (a,x) =
x
∫

0
ta−1e−tdtis the lower incomplete gamma function and

B(G) =
1

µG(x)

x
∫

0

tg(x)dt,

B(G) =
∞

∑
k, j=0

Ak, j
Γ
(α+1

α ,x
)

µG(x)αβ α+1( j +1)
α+1

α

5.2 The Mean Deviation

In statistics, mean deviation about the mean and mean devation about the median measure the amount of scatter in a
population. For random variable with pdfg(x) , distribution functionG(x) , mean and Median , the mean deviation about
the mean and mean deviation about the median, are defined by,

δ1(x) =

∞
∫

0

|x− µ |g(x)dx

δ1(x) = 2µG(µ)−2

µ
∫

0

xg(x)dx,

and

δ2(x) =

∞
∫

0

|x−M|g(x)dx

δ2(x) = µ −2

M
∫

0

xg(x)dx,

respectively, ifX is GWPrandom variable then,

δ1(x) = 2µG(µ)−2
∞

∑
k, j=0

Ak, j
Γ
(α+1

α ,µ
)

µαβ α+1( j +1)
α+1

α
,

and

δ2(x) = µ −2
∞

∑
k, j=0

Ak, j
Γ
(α+1

α ,M
)

µαβ α+1( j +1)
α+1

α
.

6 Measures of Uncertainty

In this section, we present Shannon entropy [10], as well as Renyi entropy [9] for the GWPdistribution. The concept of
entropy plays a vital role in information theory. The entropy of a random variable is defined in terms of its probability
distribution and is a good measure of randomness or uncertainty.
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6.1 Shannon Entropy

Shannon entropy [10], is defined byH[g(x)] = E[−ln?[g(x)]]. Thus, we have

H [g(x)] =− ln

[

λ αβ α(1−π)(1−e−λ)
(

1−e−λ −π
)2

]

− (α +1)E lnx+β αExα +λEe−(β x)α

+ 2E ln



1+
πexp

(

−λe−(β x)α
)

(

1−e−λ −π
)



 . (20)

Note that,

E ln(1+ xa) =−
∞

∑
q=1

(−1)q

q
E(xqa), (21)

using (21)

E ln



1+
πexp

(

−λe−(β x)α
)

(

1−e−λ −π
)



=−
∞

∑
q=1

(−π)qE
[

exp
(

−λqe−(β x)α
)]

q
(

1−e−λ −π
)q

=−
∞

∑
q=1

−
∞

∑
s=0

−
∞

∑
i=1

(−1)q+s+iπqλ ssiβ iαExiα

s!i!q1−s
(

1−e−λ −π
)q

and

E lnx=−
∞

∑
q=1

(−1)q

q
E(x−1)q =−

∞

∑
q=1

(−1)q

q

q

∑
i=1

(

q
i

)

(−1)q−iExi

E(e−x) =
∞

∑
i=0

(−1)iE(xi)

i!
.

then

H [g(x)] = − ln

[

λ αβ α(1−π)(1−e−λ)
(

1−e−λ −π
)2

]

− (α +1)E lnx+β αExα +λEe−(β x)α

− 2
∞

∑
q=1

−
∞

∑
s=0

−
∞

∑
i=1

(−1)q+s+iπqλ ssiβ iαExiα

s!i!q1−s
(

1−e−λ −π
)q . (22)

Now, we obtain Shannon entropy for theGWPdistribution as follows:

H [g(x)] =− ln

[

λ αβ α(1−π)(1−e−λ)
(

1−e−λ −π
)2

]

− (α +1)E lnx+β αExα +λEe−(β x)α

+(α −1)
∞

∑
k, j=0

Ak, j

∞

∑
q=1

(−1)q

q

q

∑
i=1

(

q
i

)

(−1)q−i Γ
(α+i

α
)

µαβ α+i( j +1)
α+i

α

+β α
∞

∑
k, j=0

Ak, j
1

αβ 2α( j +1)2 +λ
∞

∑
k, j ,i=0

Ak, j
(−1)iβ iαΓ (i +1)

i!αβ α(i+1)( j+1)(i+1)

−2
∞

∑
q=1

∞

∑
s=0

∞

∑
i=1

(−1)q+s+iπqλ ssiβ iα

s!i!q1−s
(

1−e−λ −π
)q

∞

∑
k, j=0

Ak, j
Γ (i +1)

αβ α(i+1)( j+1)(i+1)
.
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6.2 Renyi Entropy

Renyi entropy [9] is an extension of Shannon entropy. Renyi entropy is definedto be

IR(r) =
1

1− r
ln





∞
∫

0

gr(x)dx



 , r > 0, r 6= 1, (23)

where

gr(x) =

[

λ αβ α(1−π)(1−e−λ)
(

1−e−λ −π
)2

]r

xr(α−1)exp
[

−r(βx)α −λ re−(β x)α
]



1+
πexp

(

−λe−(β x)α
)

(

1−e−λ −π
)





−2r

. (24)

can be write (24) as:

gr(x) =

[

λ αβ α(1−π)(1−e−λ)
(

1−e−λ −π
)2

]r ∞

∑
k, j=0

(

−2r
k

)

πk

(

1−e−λ −π
)k

×
(−1) jλ j(r + k) j

j!
xr(α−1)e−(r+ j)(β x)α

Thegr(x) of GWPdistribution can then be represented as:

gr(x) =
∞

∑
k, j=0

Bk, jx
r(α−1)e−(r+ j)(β x)α

(25)

whereBk, j is a constant term given by

Bk, j =

[

λ αβ α(1−π)(1−e−λ)
(

1−e−λ −π
)2

]r
(

−2r
k

)

πk

(

1−e−λ −π
)k

(−1) jλ j(r + k) j

j!
.

Then
∞
∫

0

gr(x)dx=
∞

∑
k, j=0

Bk, j

∞
∫

0

xr(α−1)e−(r+ j)(β x)αdx

=
∞

∑
k, j=0

Bk, j

Γ
(

r(α−1)+1
α

)

αβ r(α−1)+1(r + j)
r(α−1)+1

α
, (26)

by substituting (26) in (25),

IR(r) =
1

1− r
ln





∞

∑
k, j=0

Bk, j

Γ
(

r(α−1)+1
α

)

αβ r(α−1)+1(r + j)
r(α−1)+1

α



 , r > 0, r 6= 1. (27)

6.3 s-Entropy

The s-entropy for theGWPdistribution is defined by

Is(r) =
1

s−1



1−

∞
∫

0

gr(x)dx



 , s> 0, s 6= 1.

Now, using the same procedure that was used to derive Equation (27),
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Is(r) =
1

s−1



1−
∞

∑
k, j=0

Dk, j

Γ
(

s(α−1)+1
α

)

αβ s(α−1)+1(s+ j)
s(α−1)+1

α



 , s> 0, s 6= 1.

whereDk, j is a constant term given by

Dk, j =

[

λ αβ α(1−π)(1−e−λ)
(

1−e−λ −π
)2

]s
(

−2s
k

)

πk

(

1−e−λ −π
)k

(−1) jλ j(s+ k) j

j!
.

7 Parameter Estimation

In this section, the maximum likelihood estimation is used to estimate the unknown parameters. LetX1,X2, . . . ,Xn be a
sample of size n from aGWPdistribution. Then the likelihood function (ι) is given by:

ι =
λ nαnβ αn(1−π)n(1−e−λ)n ∏n

i=1xi
(α−1)exp

(

−β α ∑n
i=1xi

α −λ ∑n
i=1e−(β xi)

α
)

∏n
i=1

(

1−e−λ −π [1−exp
(

−λe−(β xi)α )
]
)2 , (28)

Hence, the log-likelihood function,L, becomes:

L = nlnλ +nlnα +αnlnβ + nln(1−e−λ )+
n

∑
i=1

xi
(α−1)+

(

−β α
n

∑
i=1

xi
α −λ

n

∑
i=1

e−(β xi)
α

)

− 2
n

∑
i=1

ln
(

1−e−λ −π
[

1−exp
(

−λe−(β xi)
α
)])

. (29)

Therefore, the MLEs ofλ ,β ,α andπ must satisfy the following equations:

∂L
∂λ

=
n
λ
+

n

e−λ −1
−

n

∑
i=1

e−(β xi)
α
−2

n

∑
i=1

e−λ −πexp
(

−(βxi)
α −λe−(β xi)

α
)

(

1−e−λ −π
[

1−exp
(

−λe−(β xi)α )]) , (30)

∂L
∂β

=
nα
β

+αβ α−1
n

∑
i=1

xi
α +λ αβ α−1

n

∑
i=1

xi
αe−(β xi)

α
−

n

∑
i=1

2λ παβ α−1exp
(

−(βxi)
α −λe−(β xi)

α
)

(

1−e−λ −π
[

1−exp
(

−λe−(β xi)α )]) , (31)

∂L
∂α

=
n
α
+nlnβ +

n

∑
i=1

xi
α−1 lnxi −

n

∑
i=1

(βxi)
α ln(βxi)+λ

n

∑
i=1

e−(β xi)
α
(βxi)

α ln(βxi)

− 2πλ
n

∑
i=1

exp
(

−(βxi)
α −λe−(β xi)

α
)

(βxi)
α ln(βxi)

(

1−e−λ −π
[

1−exp
(

−λe−(β xi)α )]) , (32)

and

∂L
∂π

=
−n

(1−π)
+2

n

∑
i=1

1−exp
(

−λe−(β xi)
α
)

(

1−e−λ −π
[

1−exp
(

−λe−(β xi)α )]) . (33)

The maximum likelihood estimator̂ϑ = (λ̂ , β̂ , α̂, π̂) of ϑ = (λ ,β ,α,π) is obtained by solving the nonlinar system of
equations (30) through (33). It is usually more convenient to use nonlinear optimization algorithms such as quasi-Newton
algorithm to numerically maximize the log-likelihood function.
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Table 1: MLEs the measuresAIC,AICC,BIC,andKStest to failure time data for the models

Model Parameter −LogL AIC AICC BIC KS
Estimates

GWP λ̂ = 0.990 234.12 476.24 477.12 483.88 0.14
β̂ = 0.030
α̂ = 2.00
π̂ = 0.099

GEP λ̂ = 0.0301 241.28 488.57 489.10 494.31 0.147
β̂ = 2.00
π̂ = 0.099

EMW θ̂ = 0.0186 238.81 481.30 482.19 488.95 0.161
γ̂ = 0.0018
β̂ = 0.0105
α̂ = 0.703

AW θ̂ = 0.0002 237.75 483.51 484.40 491.16 0.15
ν̂ = 1.85
γ̂ = 0.016
β̂ = 0.947

MW θ̂ = 1.82 241.02 488.05 488.57 493.79 0.17
β̂ = 1.00
γ̂ = 1.80

W β̂ = 5.78 240.979 485.95 486.2145 489.7832 0.1729
λ̂ = 0.614

8 Application

In this section, we use a real data set to to see how the new model works in practice. compare the fits of the GWP
distribution with others models. In each case, the parameters are estimated by maximum likelihood as described in Section
7, using the R code.

In order to compare the two distribution models, we considercriteria like KS (KolmogorovSmirnov),-2L, AIC (Akaike
information criterion), BIC and AICC (corrected Akaike information criterion) for the data set. The better distribution
corresponds to smaller KS,-2L, AIC and AICC values:

AIC=−2L+2k,

AICC =−2L+
2kn

n− k−1
,

and
BIC=−2L+ k log(n),

whereL denotes the log-likelihood function evaluated at the maximum likelihood estimates, k is the number of
parameters, and n is the sample size, whereL denotes the log-likelihood function evaluated at the maximum likelihood
estimates,k is the number of parameters, andn is the sample size. The data set represents failure time of 50items
reported in Aarset ([1]).

.

These results indicate that theGWPmodel has the lowest AIC and AICC and BIC values amang the fitted models.
The values of these statistics indicate that theGWPmodel provides the best fit to this data.
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(a) (b)

Fig. 3: (a) Estimated densities of the GWP, GEP, EMW, MW, AW and W distributions for the data set. (b) Estimated cdf
function from the fitted the GWP, GEP, EMW, MW, AW and W distributions and the empirical cdf for the data set.

As we can see from Tables (1) , our model with smallest values of AIC, AICC, BIC and K-S test statstic best fits the
data. Figures (3) shows the empirical distribution compared to the rival models and 8 compares the fitted densities against
the data.

9 Concluding remarks

There has been a great interest among statisticians and applied researchers in constructing flexible lifetime models to
facilitate better modelling of survival data. Consequently, a significant progress has been made towards the generalization
of some well-known lifetime models and their successful application to problems in several areas. In this paper, we
introduce a new four-parameter distribution. We refer to the new model as the GWP distribution and study some of its
mathematical and statistical properties. We provide the pdf, the cdf and the hazard rate function of the new model, explicit
expressions for the moments. The model parameters are estimated by maximum likelihood. The new model is compared
with nested and non-nested models and provides consistently better fit than other classical lifetime models.
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