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#### Abstract

This paper is devoted to the study of existence of solutions for two point boundary value problems (P1) for fractional differential equations of arbitrary order $q \geq 2$, by applying upper and lower solutions method together with Schauder's fixed point Theorem. First, we transform the posed problem to an ordinary first order initial value problem, that we modify to prove the existence of solutions for the problem (P1), moreover we give the explicit expression of the upper and lower solutions of problem (P1). The obtained results are illustrated by some examples.
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## 1 Introduction

In this paper we investigate the existence of solutions for the following two point boundary value problem with higher order fractional derivative (P1)

$$
\begin{aligned}
D^{q} u(t)+f\left(t, u(t), D^{q-2} u(t)\right) & =0,0<t<1, \\
u^{(k)}(0) & =0, k=0,1, \ldots n-3, \\
D^{(q-2)} u(1) & =D^{q-1} u(0)=0,
\end{aligned}
$$

$D^{q}$ denotes Riemann-Liouville fractional derivative, $n-1<q<n, n=[q]+1, q \geq 2, u$ is the unknown function and $f$ is a real continuous function on $[0,1] \times \mathbb{R}^{2}$.

A variety of techniques are applied to obtain the existence of solutions for fractional boundary value problems, such the method of upper and lower solutions, Mawhin theory, fixed point theorems. The main idea of the upper and lower solutions method, is to modify the given problem and prove the existence results for the modified problem, then establish the existence of solutions for the given problem. The remarkable point in this method is that we don't prove only the existence of solution but also we obtain its location between what is called the lower and the upper solutions. This method was introduced by Picard in 1893 and has been developed later by Dragoni. Recently, we find a large number of papers on ordinary differential equations devoted to this theory $[1,2,3,4,5,6,7,8]$, but few of them are on differential equations with fractional order $[9,10,11,12,13,14,15]$.

The organization of this paper is as follows. In Section 2, we introduce some definitions on fractional calculus and lemmas that will be used later, then we define the upper and lower solutions. In Section 3, we solve the corresponding problem of order $(q-1)$, then we reduce the problem ( P 1 ) to an equivalent first order initial value problem that we modify to conclude the existence of solutions for problem (P1). Furthermore we construct the upper and lower solutions for (P1). Finally, we give two examples illustrating the obtained results.

## 2 Preliminaries

We recall the definitions of Riemann-Liouville fractional integral and derivative, we can find their properties in $[16,13]$.

[^0]Definition 1. Let $\alpha>0$, then the Riemann-Liouville fractional integral of a function $g$ is defined by

$$
I_{a^{+}}^{\alpha} g(t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t} \frac{g(s)}{(t-s)^{1-\alpha}} d s
$$

Definition 2. The Riemann-Liouville fractional derivative of order $q$ of $g$ is defined by

$$
D_{a^{+}}^{q} g(t)=\frac{1}{\Gamma(n-q)}\left(\frac{d}{d t}\right)^{n} \int_{a}^{t} \frac{g(s)}{(t-s)^{q-n+1}} d s
$$

where $n=[q]+1 .([q]$ is the integer part of $q)$.
Lemma 1. The homogenous fractional differential equation $D_{a^{+}}^{q} g(t)=0$ has a solution

$$
g(t)=c_{1} t^{q-1}+c_{2} t^{q-2}+\ldots+c_{n} t^{q-n}
$$

where, $c_{i} \in \mathbb{R}, i=1, \ldots, n$ and $n=[q]+1$.
Lemma 2. Let $p, q \geq 0, f \in L_{1}[a, b]$. Then:
1- $I_{0^{+}}^{p} I_{0^{+}}^{q} f(t)=I_{0^{+}}^{p+q} f(t)=I_{0^{+}}^{q} I_{0^{+}}^{p} f(t)$ and ${ }^{c} D_{0^{+}}^{q} I_{0^{+}}^{q} f(t)=f(t)$, for all $t \in[a, b]$.
2- If $p>q>0$, then the formula ${ }^{c} D_{0^{+}}^{q} I_{0^{+}}^{p} f(t)=I_{0^{+}}^{p-q} f(t)$, holds almost everywhere on $t \in[a, b]$, for $f \in L_{1}[a, b]$ and it is valid at any point $t \in[a, b]$ if $f \in C[a, b]$.

3- If $q \geq 0$ and $p>0$ then $D_{a^{+}}^{q}(t-a)^{p-1}(x)=\frac{\Gamma(p)}{\Gamma(p-q)}(x-a)^{p-q-1}, D_{a^{+}}^{q}(t-a)^{q-j}(x)=0, j=1,2, \ldots, n$.
Definition 3. The functions $\alpha, \beta \in A C^{n}[0,1]$ are called lower and upper solutions of problem (P1) respectively, if

$$
\begin{aligned}
D^{q} \alpha(t)+f\left(t, \alpha(t), D^{q-2} \alpha(t)\right) & \geq 0, \quad 0<t<1 \\
\alpha^{(k)}(0) & =0, \quad k=0,1, \ldots n-3 \\
D^{q-1} \alpha(0) & \leq 0, \quad D^{(q-2)} \alpha(1) \geq 0
\end{aligned}
$$

and

$$
\begin{aligned}
D^{q} \beta(t)+f\left(t, \beta(t), D^{q-2} \beta(t)\right) & \leq 0, \quad 0<t<1 \\
\beta^{(k)}(0) & =0, \quad k=0,1, \ldots n-3 \\
D^{q-1} \beta(0) & \geq 0, \quad D^{(q-2)} \beta(1) \leq 0
\end{aligned}
$$

where $A C^{n}[0,1]=\left\{u \in C^{n-1}[0,1], u^{(n-1)}\right.$ absolutely continuous function on $\left.[0,1]\right\}$.

## 3 Main Results

First we solve the corresponding boundary value problem of order $(q-1)$. Let ( P 2 ) denotes the following problem
$D^{q-1} u(t)=-v(t), \quad 0<t<1$,

$$
u^{(k)}(0)=0, \quad k=0,1, \ldots n-3 . D^{(q-2)} u(1)=0
$$

Lemma 3. The solution of problem (P2) is given by

$$
u(t)=\int_{0}^{1} G(t, s) v(s) d s
$$

where

$$
G(t, s)=\frac{1}{\Gamma(q-1)}\left\{\begin{array}{c}
-(t-s)^{q-2}+t^{q-2}, s \leq t \\
t^{q-2}, s \geq t
\end{array}\right.
$$

Proof. Using the properties of the fractional calculus, we get

$$
u(t)=-I^{q-1} v(t)+\sum_{k=1}^{n-1} c_{k} t^{q-1-k}
$$

Applying the boundary conditions it yields

$$
u(t)=-I^{q-1} v(t)+\frac{t^{q-2}}{\Gamma(q-1)} \int_{0}^{1} v(s) d s=\int_{0}^{1} G(t, s) v(s) d s
$$

The proof is completed.
The properties of the Green function are given in the following Lemma.
Lemma 4. The function $G$ is continuous, nonnegative and satisfies $G(t, s) \leq \frac{1}{\Gamma(q-1)}, \forall s, t \in[0,1]$.
Proof. The proof is direct,therefore we omit it.
Define the operators $T$ and $K$ by

$$
T v(t)=\int_{0}^{1} G(t, s) v(s) d s, K v(t)=\int_{t}^{1} v(s) d s
$$

From Lemma 3, we get $u(t)=T v(t)$. The boundary condition $D^{(q-2)} u(1)=0$, implies $K v(t)=\int_{t}^{1} v(s) d s=D^{(q-2)} u(t)$. From here and taking into account that $D^{q-1} u(0)=0$, we see that problem (P1) is equivalent to the following first order initial value problem that we denote by (P3)
$v^{\prime}(t)=f(t, T v(t), K v(t))$,
$v(0)=0$.
We have the following Lemmas.
Lemma 5. Assume that there exists a constant $A \geq 0$, such that $f(t, x, y) \leq A$, for $0 \leq t \leq 1,0 \leq x \leq \frac{A}{\Gamma(q-1)}$ and $0 \leq y \leq A$. Then problem (P1) has an upper solution.

Proof. Let $\varphi(t)=A t$, then $T \varphi(t)=A \int_{0}^{1} G(t, s) s d s \leq \frac{A}{\Gamma(q-1)}$ and $K \varphi(t) \leq A$, then
$\varphi^{\prime}(t)-f(t, T \varphi(t), K \varphi(t)) \geq 0$ and $\varphi(0) \geq 0$. This implies that $\beta(t)=T \varphi(t)$ is an upper solution of problem (P1).
Lemma 6. Assume that there exists a constant $B \leq 0$, such that $f(t, x, y) \geq B$, for $0 \leq t \leq 1, \frac{B}{2 \Gamma(q-1)} \leq x \leq 0$ and $\frac{B}{2} \leq y \leq 0$, then problem (P1) has a lower solution.
Proof. Let $\psi(t)=B t$, so, $T \psi(t)=B \int_{0}^{1} G(t, s) s d s \geq \frac{B}{2 \Gamma(q-1)}$ and $K \psi(t) \geq \frac{B}{2}$, then $\psi^{\prime}(t)-f(t, T \psi(t), K \psi(t)) \leq 0$ and $\psi(0) \leq 0$. This implies that $\alpha(t)=T \psi(t)$ is a lower solution of problem (P1).
Lemma 7. Under the assumptions of Lemmas 5 and 6, the upper and lower solutions of problem (P1) satisfy

$$
\alpha(t) \leq \beta(t), D^{q-1} \beta(t) \leq D^{q-1} \alpha(t), 0 \leq t \leq 1
$$

Proof. From Lemmas 5 and 6 and their proofs, we know that $\beta(t)=T \varphi(t)$ and $\alpha(t)=T \psi(t)$ are upper and lower solutions of problem (P1) respectively. Simple computations give

$$
\begin{aligned}
& \beta(t)=\frac{A t^{q-2}}{2 \Gamma(q-1)}\left(1-\frac{2 t^{2}}{q(q-1)}\right) \geq 0 \\
& \alpha(t)=\frac{B t^{q-2}}{2 \Gamma(q-1)}\left(1-\frac{2 t^{2}}{q(q-1)}\right) \leq 0 \\
& \quad D^{q-1} \beta(t)=-\varphi(t)=-A t \leq-B t=\psi(t)=D^{q-1} \alpha(t)
\end{aligned}
$$

This completes the proof.

Define the operator $F: C[0,1] \rightarrow C[0,1]$,

$$
(F v)(t)=f(t, T(\min [\varphi,(\max (v, \psi))]), K(\min [\varphi,(\max (v, \psi))]))
$$

and consider the modified problem (P4) of the problem (P3)

$$
\begin{aligned}
& v^{\prime}(t)=(F v)(t), 0 \leq t \leq 1, \\
& v(0)=0
\end{aligned}
$$

Next we give the relation between the solutions of problem (P4) and those of problem (P1).
Lemma 8. If $v$ is a solution of problem (P4) then $u=T v$ is a solution of problem (P1) satisfying $\alpha(t) \leq u(t) \leq \beta(t)$ and $D^{q-1} \beta(t) \leq D^{q-1} u(t) \leq D^{q-1} \alpha(t), 0 \leq t \leq 1$.

Proof. Let $v$ be a solution of problem (P4), then $\psi(t) \leq v(t) \leq \varphi(t), t \in[0,1]$. In fact, suppose that there exists $t_{1} \in(0,1]$ such that $v\left(t_{1}\right)>\varphi\left(t_{1}\right)$, set $\omega(t)=v(t)-\varphi(t)$, from the initial condition we have $\omega(0)=0$. From the continuity of $\omega$ we conclude that there exist $t_{2} \in\left[0, t_{1}\right)$ and $t_{3} \in\left[t_{1}, 1\right]$ such that $\omega\left(t_{2}\right)=0$ and $\omega(t) \geq 0, t \in\left[t_{2}, t_{3}\right]$. Moreover we have $\omega^{\prime}(t)=v^{\prime}(t)-\varphi^{\prime}(t)=f(t, T(\min [\varphi,(\max (v, \psi))]), K(\min [\varphi,(\max (v, \psi))]))+D^{q} \beta(t) \leq 0, t \in\left[t_{2}, t_{3}\right]$, this with $\omega\left(t_{2}\right)=0$ implies that $\omega$ is decreasing on $\left[t_{2}, t_{3}\right]$, and then $v(t) \leq \varphi(t), t \in\left[t_{2}, t_{3}\right]$, this contradict the fact $v\left(t_{1}\right)>\varphi\left(t_{1}\right)$. Similarly we prove that $\psi(t) \leq v(t), t \in[0,1]$. From the above discussion, it yields $v^{\prime}(t)=f(t, T v(t), K v(t))$ that implies that $v$ is solution of (P3) and therefor $u=T v$ is a solution of (P1). Finally, in view of the positivity of the function $G$ and the monotony of the operator $T$, we obtain $T \psi(t) \leq T v(t) \leq T \varphi(t), t \in[0,1]$ that is $\alpha(t) \leq u(t) \leq \beta(t)$ and $D^{q-1} \beta(t) \leq D^{q-1} u(t) \leq D^{q-1} \alpha(t), t \in[0,1]$.

Now we give the existence theorem for the problem (P1):
Theorem 1. Assume that there exist two constants $A$ and $B$ such that $A \geq 0, B \leq 0$ and $A \geq|B|$ and the following hypotheses hold
(H1)- $f(t, x, y) \leq A$, for $0 \leq t \leq 1,0 \leq x \leq \frac{A}{\Gamma(q-1)}$ and $0 \leq y \leq A$,
(H2)- $f(t, x, y) \geq B$, for $0 \leq t \leq 1, \frac{B}{2 \Gamma(q-1)} \leq x \leq 0$ and $\frac{B}{2} \leq y \leq 0$,
then the problem (P1) has at least one solution $u$ such that

$$
\alpha(t) \leq u(t) \leq \beta(t)
$$

$D^{q-1} \beta(t) \leq D^{q-1} u(t) \leq D^{q-1} \alpha(t), 0 \leq t \leq 1$.
Proof. Define the operator $R: C[0,1] \rightarrow C[0,1]$,

$$
R v(t)=\int_{0}^{t}(F v)(s) d s
$$

Let us remark that any fixed point $v$ of $R$ then $v$ is a solution of (P4). Put $\Omega=\{v \in C[0,1],\|v\| \leq A\}$. Since $\varphi$ and $\psi \in \Omega$ then by condition (H1) it yields

$$
\begin{gathered}
|R v(t)|=\left|\int_{0}^{t}(F v)(s) d s\right| \\
\leq \int_{0}^{t}|f(s, T(\min [\varphi,(\max (v, \psi))])(s), K(\min [\varphi,(\max (v, \psi))(s)]))| d s \leq A
\end{gathered}
$$

thus $R(\Omega)$ is uniformly bounded and $R(\Omega) \subset \Omega$. For $0 \leq t_{1}<t_{2} \leq 1$, we have

$$
\begin{aligned}
& \left|R v\left(t_{1}\right)-R v\left(t_{2}\right)\right| \\
\leq & \int_{t_{1}}^{t_{2}}|f(s, T(\min [\varphi,(\max (v, \psi))])(s), K(\min [\varphi,(\max (v, \psi))(s)]))| d s \\
\leq & A\left(t_{2}-t_{1}\right)
\end{aligned}
$$

So, $R(\Omega)$ is equicontinuous. From Arzela-Ascoli Theorem, we conclude that $R$ is completely continuous. Thanks to Schauder fixed point theorem we get that $R$ has a fixed point $u \in \Omega$, that is a solution of (P1) satisfying from Lemma 8 $\alpha(t) \leq u(t) \leq \beta(t)$ and $D^{q-1} \beta(t) \leq D^{q-1} u(t) \leq D^{q-1} \alpha(t), 0 \leq t \leq 1$. The proof is completed.

Example 1. Consider the problem (P1) with

$$
f\left(t, u(t), D^{q-2} u(t)\right)=-t+\frac{\Gamma(q-1)}{4} u(t)+\frac{1}{4} D^{q-2} u(t),
$$

then $f(t, x, y)=-t+\Gamma(q-1) \frac{x}{4}+\frac{y}{4}$. For $A=2$ and $B=-2, f$ satisfies the assumptions of Theorem 1. Consequently problem (P1) has a solution $u$ such that $\frac{-t^{q-2}}{\Gamma(q-1)}\left(1-\frac{2 t^{2}}{q(q-1)}\right)=\alpha(t) \leq u(t) \leq \beta(t)=\frac{t^{q-2}}{\Gamma(q-1)}\left(1-\frac{2 t^{2}}{q(q-1)}\right)$.
Example 2. Now if we choose

$$
f\left(t, u(t), D^{q-2} u(t)\right)=t+\frac{\Gamma(q-1)}{4} u(t)+\frac{1}{4} D^{q-2} u(t),
$$

then $f(t, x, y)=t+\Gamma(q-1) \frac{x}{4}+\frac{y}{4}$. For $A=2$ and $B=0, f$ satisfies the assumptions of Theorem 1. Consequently problem (P1) has at least one solution $u$, moreover this solution is positive and satisfies $0=\alpha(t) \leq u(t) \leq \beta(t)=$ $\frac{t^{q-2}}{\Gamma(q-1)}\left(1-\frac{2 t^{2}}{q(q-1)}\right)$.

## 4 Conclusions

In the present work, the existence of solutions for a fractional boundary value problem of arbitrary order (P1) is investigated by the help of upper and lower solutions method with Schauder's fixed point Theorem. To solve the higher order fractional boundary value problem we transform it to an equivalent first order ordinary initial value problem. We conclude that this method is efficient since we obtain the localization of the solution between the upper and lower solutions that we gave explicitly their expressions.
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