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Abstract: Recommender systems collect various kinds of data to ctkailerecommendations. Collaborative filtering is a common
technique in this area. This technique gathers and anaigfmsnation on users preferences, and then estimates vgkas will like
based on their similarity to other users. However, most ofesu collaborative filtering approaches have faced twdlems: sparsity
and scalability. This paper proposes a novel method by amplyon-negative matrix factorization, which alleviategge problems
via matrix factorization and similarity. Non-negative mhatfactorization attempts to find two non-negative matsieghose product
can well approximate the original matrix. It also imposes-negative constraints on the latent factors. The propossttiod presents
novel update rules to learn the latent factors for predictinknown rating. Unlike most of collaborative filtering rhetls, the proposed
method can predict all the unknown ratings. It is easily ienpénted and its computational complexity is very low. Eioplirstudies

on MovieLens and Book-Crossing datasets display that tbpgsed method is more tolerant against the problems ofigparsd
scalability, and obtains good results.
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1 Introduction These methods rely on exact matches of two user-item
) o ) ) vectors, which cause the methods to sacrifice RS coverage
Collaborative Filtering (CF) is a natural choice for and accuracy. More specifically, since the correlation
designing Recommender Systems (RSs) since it providegoefficient is only defined between users who have rated
recommendations by centrally analyzing the user-ittmat |east two items in common, or the items which have
rating matrix alone J|. CF can generate user specific peen unrated, then many pairs of users-items will have no
recommendations based on historical user preferencegqgrelation at all. As a consequence, memory-based RSs
Ipside a CF, the user interests on involved itgms (e-g-cannot precisely determine the neighborhood and
films, books, purchase records, etc.) are quantized into gecognize the items to recommend, which will surely lead
user-item rating matrix, where high ratings denote strongio poor recommendations. The second one is scalability.
preferences. So the problem of CF can be considered ag, reality, both the number of users and items can be quite
the problem of missing data estimation, in which the main|arge. This may slow down the recommendation process
task is to predict the unknown user-item pairs based onsignificantly since memory-based methods will need too
known entries with minimum accumulative err@.[CF  mych computation in this casé][ The third one is cold
supposes that users sharing the same ratings on past iterggt. When the rating matrix is sparse, two users or items
likely to agree on new items. Research on CF can b&re ynlikely to have common ratings, and consequently,
grouped into two categories: memory-based andmemory-based methods will predict ratings using a very
model-basedd, 4]. R limited number of neighbors. Moreover, similarity
Memory-based methods compute similarities betweequightS may be computed using only a small number of
users or between items and apply them to recognize theatings, resulting in biased recommendations. This is
top most similar neighbors. Then the unknown rating is aggravated by the fact that users or items newly added to
predicted by combining the known rating of the the RS may have no ratings at all, this problem termed as

neighbors. However, there exist three efssential'chalkengecom start. Cold start can be assumed as a sub problem of
for memory-based approaches. The first one is sparsity.
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coverage because it evaluates the system coverage ovei2zaBackground and related work
particular set of users and iten@.[

Different from memory-based methods, model-basedRecommender systems are software tools that collect
methods require establishing a model using trainingvarious kinds of data in order to create their
instances that can estimate the unknown ratings of a usefecommendations. Data is primarily about the items to
For example, decision tree, aspect modéls §lustering ~ propose and the users who will receive these
models B, latent factor models9], Bayesian network recommendations. The recommendation problem truly
[10] and dimension reduction approachesl][ are  arises as an independent field of research in the mid
model-based methods. However, creating a model and990s. It has deeper roots in several other areas like
keeping it up to date are often time-consuming since thergnformation retrieval and cognitive science. Methods for
are usually many free parameters to tuhg [ this problem are normally grouped in two categories:

. o content-based and collaborative filtering methd]s [

The Matrix Factorization (MF) based methods have  The core of content-based (cognitive) methods is to
become popular for CF, due to the high accuracy andecognize the common attributes of items that have
scalability. A low-rank MF method begins with the yecejved a favorable rating from a user, and recommend to
assumption that there exist a small number of latentyser new items that share these attributes. In
factors (features) that can explain the rating behavior ofcontent-based RSs, rich information explaining the nature
users. Users and items are displayed as feature vectors §f each item is assumed to be achievable in the form of a
this latent space, where similarity between a user-itemfeature vector. The user profiles can then be used to
pair represents the tendency of the user to rate that ittMecommend new items to a user, by proposing the item
While exact interpretability is never easy with latent \yhose feature vector is most similar to the profile vector
feature models, when the items are movies, one capf yser, for example, using the cosine similarity or the
imagine that latent factors implicitly capture featurestsu  minimum description lengthlf]. This method can also
as personal information for users (e.g., age, gender ange ysed to estimate the rating of a user for a new item.
occupation) or information about the movies (e.g., genregayesian methods using content information have also
actors and directors)LB]. In a typical MF method to CF,  peen proposed to estimate rating6][

a user anﬂ an |tde_m are displayed as 'lénkngwn felature RSs based purely on content generally suffer from the
vectors whose dimensions are considered as ate%roblems of limited  content analysis and

features. Th.ese feature vectors are I_earnt so that inn ver-specializationd]. Limited content analysis emerges

products estimate the known ratings with respect to SOM§rom the fact that the system may have only a limited
cost function. Once the features are learnt, they preparg g nt of information on its users or the content of its
estimation for unknown ratings which may then be useditems. There are many reasons for this lack of
for producing recommendations. Various methods differjqformation. For example, because of privacy issues a
in the approximation measures or the cost function they

| d vari be derived by adding diff user may not provide personal information, or the exact
employ, and variants may be derived by adding difterenteqnant of items may be difficult or costly to get for some
types of regularization to avoid overfittingJ).

kinds of items, such as music or images. Finally, the

Much of the prior work in these contexts has explored content of an item is often inadequate to determine its

unconstrained SVD-like factorizations, while this paper Characteristic. Over-specialization is a result of the iy
focuses on the use of Non-negative Matrix FactorizationgVlich content-based systems recommend new items,
where the estimated rating of a user for an item is high if

(NMF) [14]. NMF imposes non-negative constraints on '~ R ; . ;
the latent features. The non-negative constraints lead to 1S ittm is similar to the ones liked by this user. Solutions
parts-based representation because they let only additivéudgested for this problem include adding some
not subtractive, combination&§]. NMF with generalized ~'andomness or filtering out items that are too simig] [
KL-divergence cost function is equivalent to Probabitisti N contrast to content-based methods, collaborative
Latent Semantic Analysis which has previously been usediltering (social) methods depend on the ratings of a user
for CF tasks 16,17]. This paper proposes a novel NMF as well as those of other users in the systéh CF
method to learn the latent factors of users and items an@hethods overcome some of the limitations of
estimate the unknown ratings using these latent feature$ontent-based methods. For example, items for which the

Because this method is very easy to implement and usesontent is not available or difficult to get can still be
we have found it very useful in RS&j. recommended to users through the feedback of other

users. In addition, CF recommendations are based on the
The rest of this paper is organized as follows. Sectionquality of items as rated by neighbors, instead of
2 explains RSs methods. The proposed NMF-basediepending on content. CF methods can recommend items
method is described in Section 3. Section 4 reportswith very different content, as long as other users have
computational experiments. It also includes a briefalready shown preference for these different items. CF
discussion of the results obtained and finally we concludemethods can be grouped in the two general categories of
the paper in the last section. memory-based and model-based methods.
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In memory-based (neighborhood-based orpresented simple methods for finding non-negative
heuristic-based)q], the ratings collected in the system representations of non-negative data. The basic NMF
are directly used to estimate ratings for new items.problem can be considered as follows: Given a
Memory-based methods can be implemented in two waysion-negative matriR € 07*™(R > 0) and a rank, find
known as user-based or item-based recommendationwo non-negative matrices € Dn+xk andl € DTX" which
User-based methods, such as GroupLens, Bellcore vide@actorizeR as well as possiblek(< min(n,m)), that is:
and Ringo, evaluate the preference of a user for an item
using the ratings for this item by other users that have R~UIT (1)
similar rating patterns. The neighbors of a user are T
typically the users whose ratings on the items rated by !t can be changed column by column ass Ui

herer andi are the corresponding columns Rfand

both users are most correlated to those of user. Item-basé’é} In other words, each vectoris estimated by a linear

methods estimate the rating of a user for an item based oh e .
the ratings of user for items similar to this item. In combination of the columns &f, weighted by the factors

-T - - . .
ltem-based methods, two items are similar if several user@f I - ThereforeJ can be considered as containing a basis
of the system have rated these items in a similar way. th'at is optlmlzed for the Imear estimation of the dat&gm

Unlike memory-based methods, which use the stored>Nce relatively few basis vectors are used to display
ratings directly in the estimation, model-based methoddN@ny vectors, acceptable estimation can only be obtained
use these ratings to learn a predictive model. The mairf the basis vectors find structure that is latent in the data.

idea is to model the user-item interactions with factors The non-negative constraints ehand| only allow

displaying latent features of the users and items in theaddmve combinations among different bases. This is the

system. This model is then trained using the available™&n difference between NMF and the other MF
y ' I ! Hsing Vel ethods, e.g., SVD. Unlike SVD, no subtractions can

information, and later used to estimate ratings of users fo L NME. A It it is believed that NME
new items. Model-based methods for recommendation ar@2PPEN N - As result, it Is believed that NMF can
earn a parts-based representati@8] The benefits of

numerous and include Latent Semantic Analysi3],[ hi based ; h b :
Latent Dirichlet Allocation 22, Maximum Entropy R3], this ~ parts-based representation have been seen in
real-world applications such as face analysis, gene

Bayesian Clusterin , Support Vector Machines and ) .
Sinygular value Decgrlnpg)ositig%l. expression analysis and document cluster2gj. [

According to recent progress on RSs, one most
successful type of method to CF is based on K& 25]. N
MF based r)elgommenders work by converting bo%f?]users?-l Problem definition
and items into the same latent feature space, determinin% ,
each entity with a feature vector inferred from the 1here are aset of usefsiy, Uz, ..,Un } and a set of items
available ratings, and then generating predictions for{i1;i2,...im} in RSs. The ratings given by users on items
unknown ratings using the inner products of the are given in a rating matriR,xm. In this matrix, Ri
corresponding vector pairs. The earliest work of this typeindicates the rating of user on itemi. R, be any real
is reported by Sarwar et al. employing the Singular Valuenumber, but often ratings are integers in the range [1..5].
Decomposition (SVD) 26]. More recently, several MF  The task of a RS is as follows: Given a useand an item
methods have been successfully applied to implementing for which Ry; is unknown, estimate the rating foron
RSs, including the probabilistic latent semantic analysisitem j using matrixR. This paper applies NMF to learn
[17], the Maximum Margin MF 27], and the Expectation the latent features of users and items and estimate the
Maximization for MF R8]. During the Netflix Prize, unknown ratings using these latent features.Ugt and
Brandyn Webb reported the Regularized Matrix Imxk be latent user and item factor matrices, with row
Factorization (RMF), which is accurate, highly efficient vectorsU, andl; representing-dimensional user-specific
and easy to implement. Inspired by RMF, many and item-specific latent feature vectors of usand item
researchers have further investigated MF based methodb. respectively. The proposed method attempts to learn
They have presented sophisticated MF based Crhese latent features and exploit them for
recommenderg]. recommendation.

3 The proposed Non-negative matrix 3.2 Initialization

factorization-based method for RSs The results and convergence supported by NMF methods
usually highly depend on initialization. So, it is importan
Non-negative matrix factorization has been investigatedo have efficient and consistent strategies for initiatizin
by many researchers, but it has achieved popularitymatricesU and|. On the other hand, the efficiency of
through the researches of Lee and Seung reported imany NMF methods is affected by the selection of the
Nature and NIPS15,18]. In order to the argument that starting matrices. Poor initializations often yield a slow
the non-negativity is critical in human perception they convergence, and in certain instances may lead even to an
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incorrect or irrelevant solution. The problem of betermed a distance, because it is not symmetrikand
initialization matrices becomes even more complicatedU!T, so we will refer to it as the divergenceRfromU1T.
for large NMF problems and when certain constraints areThe objective of the cost functions in equatiod$ and
applied on the factored matrices involveld]. (5) is the minimization of the difference between matrix
The proposed method uses the similarity weights forR and matrixU|T with respect tdJ andl, subject to the
initializing matricesU and |. The similarity weights constraindJ,| > 0. Therefore, we can use either Euclidean
between users and between items forms two matriceslistance or divergence. In this paper, the divergence cost
SUnxn and Slnm, respectively. SU,, indicates the function is used for the proposed method.
similarity weight between usetsandy; also,Sl;; denotes The above cost functions are convex with respect to
the similarity weight between itemisand j. One of the either the entries of the matrlt or the matrixl, but not
common similarity measures used in RSs is Pearsonboth. Therefore, it is impossible to solve this problem in
Correlation Coefficient (PCC) in which the similarity the sense of finding global minimum. However, there are
weight of usersu and v, given the rating matrixR, is many methods from numerical optimization that can be
computed as follow19]: applied to discover local minimum. Gradient descent is
the simplest method to implement, but convergence can
— be slow. Other techniques like conjugate gradient have
sim(u, v) Zicp(Ru “RIRi—R) (2) faster convergence, at least in the neighborhood of local
\/Zep Ryi— \/zieP Rvi—ﬁv)z minimum, but are more complex to implement than
gradient descent.

where R, denotes the average rating of userand P

indicates the set of items that are rated by both users

andv. The other common similarity metric is Adjusted 3.4 The proposed algorithm

Cosine. Consideringl is the set of users that rated both

items i and j, the Adjusted Cosine measure is then In this paper, the update rules are derived from equation

defined as follows: (5) by using gradient descent. Gradient descent is based
on the observation that if the multivariable functiBiix)
is defined and differentiable in a neighborhood of a point

i Yuer (Ry Ru)(Ruj ~Ry) A, thenF(x) decreases fastest if one goes frénin the
sim(i, j . (3 v HTE N .
\/ (Ru ) \/ (Ruj— §u)2 direction of the negative gradient & at A. It follows
Suet (Rui - 2ue (Ruj that, if B «+~ A— nOF(A) for n small enough, then

F(A) > F(B). The value of the learning ratg can be
changed at every iteratior8(]. The simple update rules
for U andl that reduce the divergence can be written as:

The equations2) and @) are used for formation
matrixesSU andSl|, respectively.

3.3 Cost function

m
Uuf <= Uyt + Nut| Z fu U|T
In order to estimate factor matricdsandl in the NMF, we H=1 Ju
need to consider the cost function to quantify a difference
between the matriR and the approximate NMF model
matrix R=UIT. The choice of the cost function mostly | — |fI + i z Upt e Z Upt]. 7
depends on the probability distribution of data. The simple (U |T i
way, use Frobenius-norm measure:

SIUMENG
“:

[ 1

If n are all set equal to some small positive number,
this is equal to conventional gradient descent. As long as
the learning rate is small enough, these update rules should

De(R||UIT) = R~ UITHF rz qulfl (4)  reduceD. (R| UIT). Now if we set:
u
This is lower bounded by zero, and clearly disappears Nuf = mil”lT (8)
if and only if R=UIT . This is also termed as the squared 2 =1ty
Euclidean distance. Another useful measure is: T
fi
nfi 9)
. R
D (R UIT ; (Ruiln U|T] ~Ri+[UIT],) ) Then we obtain the update rule for U and | as:
T
Like the Frobenius-norm this is also lower bounded by Uyt < Uyf x Zu M, R/ (U1, (10)
zero, and disappears if and onlyRf= U1T. But it cannot u u S,
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i 02 i3 04

n . T 2 o
T T EpzluufRﬁll/(Ul )ui MR
Ifi — lfi X n . (11) R=w|?]|2|1]2
z[J=1UIJf w432 |s
These update rules are a good compromise betweel
speed and ease of implementation to predict the unknowr R“”f’”””-“““’f“’;’{ o o
. . . . 2 3 L7 R k.
ratings. This paper applies these update rules to estimat N fl‘ fj ’j AGTTeTs w [ Tor ol
factor matricesU and |. The divergenceDg_ is . o resi ; - U —u: 351555 |
. . . U=u 2 =/ JIf =u2
non-increasing under these update rules and this
w3121 ﬁ 4 (321 w3 [ 15129 24|22

divergence is invariant under these update rules if and
only if U andl are at a stationary point of the divergence.

The proof of this theorem is reported in Lee and Seungs ~ Afer one feration using equations 10, 11 i i s
publication p_8] ur|.05|.07|.20 fi|54]|25)28| 7 u1 2,73 .69 (1.03] .86
U =uz2|.03|01|.03 [T =/f|19|41]97|39 - UIf =u>|42].13|18| .28
uz |39 .25].16 fi|76| 77|26 |57 3 [3-84/2.17[1.78[3.84]

The Proposed NMF-based Method for RS
input: sparse rating matrix Ry s, Final iteration i i i
S{;ﬁ,iler ur|o|o |43 f1 (686|127 0 [7.45 ur|25) 0 [25] 0
output: full rating matrix Ry, U=uw o [0 | os] T=r heslaorl o lacol ‘ U = u [ s10lsol
begin us | 44| 36| 0 f2 [37] o 571 0 ws| 4| 3]0]s

Initializing:

generate two non-negative random matrixes U, and 1, x
compute similarity matrix users SU,», by using equation (2) F| g 1 A Simple example for the proposed a|gorithm_
compute similarity matrix items S/, ,, by using equation (3)
for each user u=1,..,n do
for each user v=1/,...n do
if similarity (u,v) > o do
g prediction accuracy. The drawback of MF methods is that

end once the matrices are calculated, the model is static. For
end real world applications, updating a model is crucial.

for cach item i=/,..,m do

for each item j=1,..,m do
if similarity (i. j) > § do
Li=1I;
end
end
end
Training:

for iter=1,..,max-iter do
for each user u=1,..,n do
for each feature f=1,...k do

Particularly, when ratings on new users or new items
come in, updating the feature vectors is important. When
a new rate comes in, the proposed method updates only
the feature vectors related to the new rate. This operation
has a very low complexityO(kn+ km). On the other
hand, both empirical and theoretical results for runtime
complexity of the proposed method, makes it feasible for
huge datasets.

update U, s using equation (10)
end
end
for cach item i=/,..,m do
for cach feature f=1,...k do
update IrTi using equation (11)

4 Experiments

end
o i This paper conducted a series of experiments to examine
if R = R then the effectiveness of the proposed method for CF in terms
Seskanlzaiumil of scalability and recommendation quality. This paper has
end used two popular datasets to evaluate the performance of

return R
end

the proposed method. The following sections describe the
datasets and implementation results.

At each iteration of the proposed method, the new
values ofU or | are found by multiplying the current 4.1 Datasets
values by some features that depend on the quality of the
predictions in equationlj. The quality of the prediction There are several types of datasets for RS. This paper
gets better monotonically with the application of these conducted a set of experiments with real usage data on the
multiplicative update rules. In other words, the repetitio MovielLens datasetsS[l] and Book-Crossing datase37)].
of the update rules is guaranteed to converge to a locall{GroupLens Research has gathered and made available
optimal matrix factorization. Fig. 1j illustrates this rating datasets from the MovieLens website. This dataset
process by providing simple example. consists of 100,000 ratings on an integer scale from 1 to 5
The rating matrix that RSs operate on must thus begiven to 1642 movies by 943 users, where each user has
retrained and kept up-to-date, in order to maintain highrated at least 20 movies.
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The Book-Crossing dataset was collected by4.3 Experimental results

Cai-Nicolas Ziegler in a four weeks crawl from the

Book-Crossing community. The Book-Crossing dataset isThis section focuses on comparing the performance of the

extremely sparse. We edit the dataset in order to achievproposed method against other approaches. The tested

more meaningful results from CF methods when models include the proposed NMF-based method and a

estimating recommendations. Hence, the book titles withhnumber of other approaches. All tested models were

fewer than 20 ratings are deleted, along with all ratingsimplemented on MATLAB R2011b. All experiments

referring to them. Only users with at least 20 ratings eachwere conducted on a Microsoft Windows with two 2.67

were kept. The resulting datasets dimensions werésHz dual-core CPUs and 4 GB RAM. Various values

considerably more moderate, 3156 users and 7485 booksvere tested for the parameters of the proposed method.

The edited dataset consists of 253902 book ratings on aithe results display that the highest performance is

integer scale from 0 to 10. obtained by setting the parameters to values as follow:
o = =0.2 the rank of matriR is 500 k = 500) and the
maximum number of iterations is 20méx-iter=20).

4.2 Evaluation metrics These values were empirically determined in our
preliminary experiments; but we make no claim that these

There are several kinds of measures for evaluating th&'® optimal values.

performance of CF approaches 33]. This paper uses
two popular metrics, the Mean Absolute Error (MAE) and
the Root Mean Square Error (RMSE), to measure th
estimation quality. The metrics MAE is defined &% [

e4.3.1 Performance comparison with other methods

In order to show the effectiveness of the proposed
1 . recommendation method, this paper compares the
0 Y |Rui — Ruil (12)  reported results against the recommendation results of the
estui following methods:

User Mean: This method uses the mean value of every
user to predict the missing values.

Item Mean: This method utilizes the mean value of
every item to predict the missing values.
1 User-based Collaborative Filtering, PCC: This
Z (Rui— ﬁui)z (13)  method predicts the rating of a user for a new item using
Reest the ratings given to item by users most similar to the user.
Item-based Collaborative Filtering: This method

From the definitions, a smaller MAE or RMSE value A ; ;
' computes the similarity between two items by comparin
means a better performance. The MAE and RMSE do noPatings made by the sa)\/me user on these item);. paring

fully express the usefulness of the RS. We also need t0 | this work. we applied the 5-fold cross validation in
consider the effectiveness of the RS by computing they, eyxneriments. Each fold contains 80% of data as the
total coverage of the system. Coverage is the measure QFaining set and the remaining 20% as the test data.
the percentage of items for which a RS can prOVideAnalyzing the MAE and RMSE shown in table®) (and

predictions 84. A RS may not be able to create (g e see that on average, the proposed method obtained
predictions on every item. For example, if a user has rated, piqher accuracy value than the other methods.
very few items, or if an item has been rated by very few ~ Ac mentioned earlier. in the MovieLens and

users. A RS which has high prediction accuracy, but onlyg,q_crossing datasets, each user has rated at least 20
on a small set of items, would not be very useful. jomg Ag a result, the User Mean method has 100%
Computing coverage will give further insight into the ., erage but it is not true in all datasets with cold start

effectiveness of the RS. There are several ways (G, qpiem. The proposed method has 100% coverage in all
compute coverage3fl, this paper calculates coverage as datasets.

number of items for which the RS can create estimates, If the standard deviation is high, the User Mean and

over the total number of item predictions that are om pmean methods have poor performance. The standard
requested. deviation of rating for each user and each item is higher
than 1 on the MovielLens dataset. Similarly, the standard
(14)  deviation of rating for each user and each item is higher
than 3 on the Book-Crossing dataset.
WhereR; denotes the estimate that the RS created onitem To graphically illustrate the progress of the proposed
i, and S denotes the set of items for which the RS is method as it searches for solutions, we take number of
creating an estimation. Accuracy and coverage are twateration as the horizontal coordinate and the MAE/RMSE
metrics that must be considered together; a RS can onlyneasure as the vertical coordinate. This should illustrate
be useful if both accuracy and coverage are high. the process of improvement of the proposed method as

MAE =

Where R, denotes the rating user gave to itemi as
predicted by a method, ari®est denotes the number of
tested ratings. The metrics RMSE is defined@s [

RMSE=

coverage= 7| R | RSE S|
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Table 1: The performance of the proposed method on the MovieLenselata

User Mean Item Mean User-based CF Item-based CF Proposed M ethod
MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE
Fold-1 0.8502 1.0630 0.8285 1.0361 0.7129 0.9986 0.7074 0.9922090.7 0.9942
Fold-2 0.8383 1.0467 0.8210 1.0314 0.7016 0.9908 0.6993 0.9849938.6 0.9794
Fold-3 0.8265 1.0329 0.8135 1.0242 0.7035 0.9897 0.6967 0.9814964.6 0.9816
Fold-4 0.8308 1.0367 0.8124 1.0194 0.7017 0.9863 0.6990 0.9831898.6 0.9765
Fold-5 0.8350 1.0393 0.8187 1.0281 0.7039 0.9824 0.7026 0.9817978.6 0.9794
AVG 0.8362 1.0437 0.8188 1.0278 0.7047 0.9896 0.7010 0.9847978.6 0.9822
Table 2: The coverage of the proposed method on the MovieLens dataset
User Mean ItemMean User-based CF Item-based CF  Proposed Method
Fold-1 100 96.79 96.43 97.80 100
Fold-2 100 96.91 96.73 97.86 100
Fold-3 100 95.90 96.37 97.80 100
Fold-4 100 96.91 97.32 98.27 100
Fold-5 100 96.73 96.73 97.74 100
AVG 100 96.65 96.72 97.89 100
Table 3: The performance of the proposed method on the Book-Crosisitaset.
User Mean Item Mean User-based CF Item-based CF  Proposed M ethod
MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE
Fold-1 5.7119 6.6013 5.7657 6.5367 5.6537 6.5600 5.7109 6.562753Q@.3 4.3422
Fold-2 5.7108 6.5987 5.7785  6.5493 5.6563 6.5601 5.7236 6.5745592.3 4.3500
Fold-3 5.7262 6.6096 5.7844  6.5525 5.6730 6.5745 5.7334 6.5803382.3 4.3213
Fold-4 5.7318 6.6152 5.7944  6.5552 5.6642 6.5614 5.7405 6.5833302.3 4.3192
Fold-5 5.7329 6.6190 5.7712 6.5381 5.6798 6.5834 5.7217 6.5691542.3 4.3514
AVG 5.7227 6.6088 5.77888 6.5464 5.6654 6.5679 5.7260 6.5743472. 4.3368
Table 4: The coverage of the proposed method on the Book-Crossiagetat
User Mean ItemMean User-based CF Item-based CF  Proposed Method
Fold-1 100 99.06 72.89 75.06 100
Fold-2 100 99.14 72.94 75.23 100
Fold-3 100 99.07 72.93 75.05 100
Fold-4 100 99.19 73.10 75.45 100
Fold-5 100 99.07 72.77 75.30 100
AVG 100 99.11 72.93 75.22 100
Table 6: Comparing results from the proposed method against thésdisted in [3,12].
ML _100 ML _200 ML _300
Given5 Givenl0 Given20 Given5 Givenl0 Given20 Given5 GiEn Given20
PCC 0.874 0.836 0.818 0.859 0.829 0.813 0.849 0.841 0.820
PD 0.849 0.817 0.808 0.836 0.815 0.792 0.827 0.815 0.789
AM 0.963 0.922 0.887 0.849 0.837 0.815 0.820 0.822 0.796
MMMF 0.945 0.861 0.803 0.930 0.849 0.786 0.929 0.843 0.773
CBCF 0.924 0.896 0.890 0.908 0.879 0.852 0.847 0.846 0.821
SCBPCC 0.848 0.819 0.789 0.831 0.813 0.784 0.822 0.810 0.778
SF2 0.847 0.774 0.791 0.827 0.773 0.783 0.804 0.761 0.769
CFONMTF 0.838 0.801 0.804 0.827 0.791 0.787 0.801 0.780 0.782
Proposed Method 0.803 0.789 0.767 0.777 0.757 0.736 0.764 0.747 0.728
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Table 5: The standard deviation of MovieLens and Book- and 20 items rated by test users in the observed set, which
Crossing datasets. . were termed Given5, Given10, and Given20 respectively.
MovieL ensDataset Book-Crossing Dataset As mentioned above, the proposed method could

Fold-1 1.1186 3.7290 alleviate two fundamental problems: data sparsity and
Fold-2  1.1244 3.7288 scalability. In order to show the performance of the
Eo:g'i iggg g;ggg proposed method to CF, we compare the proposed method
Fgld:s 11974 37282 versus the state-of-art methods: Pearson Correlation
VG 11957 37508 Coefficient (PCC) 10], Personality Diagnosis (PDBH],

Aspect Model (AM) [7], Cluster based collaborative
filtering (CBCF) [B], Scalable Cluster-Based Pearson
Correlation Coefficient (SCBPCC}L8], similarity fusion

(SF2) B and Collaborative Filtering using Orthogonal

Fold-1

= = = Fold-2 Nonnegative Matrix Tri-Factorization (CFONMTF3][

Fold-3

o

3

N
T

A comparison between the test results for the
proposed method versus other methods tested on the
MovielLens dataset are presented in Talfle (t can be
stated that all the methods tested on this dataset offered an
acceptable level of performance but the proposed method
outperforms all the other methods, and is just a little
worse than SF2 in Givenl0. SF2 suffers from the
scalability problem while the proposed method
- s = = = = = succegsfully resolves scalability problem. Hereby, it can

Number of teration be said that the overall performance of the proposed
method is the best, considering the balance between
computation efficiency and prediction accuracy.

M,
e e
N ~N
N )
T

Mean Absolute Error (MAE)
o
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o
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o
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Fig. 2. Mean absolute error vs. the number of iterations.
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Fig. 3: Root mean square error vs. the number of iterations. 0% 0% o 0% o T00%
Density of the known ratings

Fig. 4: The performance of the proposed method on different
density of ML.300 dataset.
the number of iteration increase. Fig®) @énd @) show

the MAE and RMSE measures on MovielLens dataset as

we change the number of iteration. For conveniently

comparing with other CF methods reported 312], for

MovieLens dataset, we also extracted a subset of 50@.3.2 Sparsity

users with more than 40 ratings. The first 100, 200 and

300 users in the MovieLens dataset are selected into thre€he sparsity of a rating matrix can have an important
different training user sets, which are indicated asimpact on the performance of CF. To evaluate the
ML _100, ML200 and ML300 respectively. But for performance of the proposed method, this paper
different training sizes, the test user set is fixed, i.e. theconducted an experiment to simulate the phenomenon of
last 200 users. In our experiments, the available ratings othe sparseness of rating matrix and compare the
each test user are equally split into an observed set and performance about two methods: SF2 and CFONMTF.
held out set. The observed ratings are used to estimate thehis paper empirically analyzes how MAE evolves with
held out ratings. Furthermore, we randomly chose 5, 1&he density of rating matrix. Fig. 4] shows the
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5 Poposd etos The expgriments performed on the MovieLens and
——sr2 Book-Crossing datasets showed that the proposed
methods tolerance to sparsity. When the rating matrix is
1 quite sparse, we cannot get sufficient similar ratings by
] similar users or similar items. This yields in the poor
recommendations of CF methods based on memory-based
alone. The proposed method supports the complementary
information and improves the prediction accuracy when
. only sparse data is available. Also, we can see that,
compared with other methods, the proposed method is
quicker in prediction of unknown ratings. In general, it
; ; L can predict all of the unknown ratings within tens of
o P emtyoftekiommtings o iterations while most other CF methods have failed to
predict the all unknown ratings. The proposed method
comprises a very simple concept, and the ideas can be
implemented in a few lines of computer code. It needs
only primitive mathematical operators, and has low
requirements in term of memory. Also, the proposed
method using factorizing the rating matrix overcomes the

performances of the proposed method when the sparsityc@l@bility problem. The experiments prove that the
of the dataset ML300 varies. We randomly selected the Proposed method is scalable to large dataset.
10%, 20%, 40%, 60%, 80%, and 100% of the known
ratings from the whole dataset to represent different -
degrees of sparsity of the rating matrix. 4.3.4 Stability

The results display that indeed the sparsity has a grea{h. . . .
effect on the performance of different methods. When the IS section concentrates on stability of rgcommenda‘uon
rating matrix becomes dense, all methods tend to achiev8€tods, which measures the consistency of RS

higher performance. As seen from Fig),(the MAE curve p_redictions. Stability has a positive effect on the ulsfers’
of the proposed method is below that of the other methods?'€W to accept recomm_endanons. In this paper, stability is
asured using following steps that already reported by

which means that the sparseness has the leastimpacton t -
P P domavicius and Zhang[/].

proposed method. 1) Train the RS based on the known ratings and predict
all the unknown ratings.
. 2) Select and add a subset of the predicted ratings as
4.3.3 Scalability the new incoming ratings to the original dataset.
3) Re-train the RS based on the new data, and make
Collaborative filtering methods are usually designed tonew predictions for unknown ratings.
apply on very large datasets. For that reason, the 4) Compare predictions from Steps 1 and 3 and
scalability of the approaches is crucial. Assuming thecompute stability by using Mean Absolute Shift (MAS)
average number of items that are rated by two specifior Root Mean Squared Shift (RMSS).
users isp(p << m), and the average number of users that
rated two specific items ish(h << n). The time . MAS— 1 Y Rz —Ru2l (15)
complexity of the proposed method consists of two parts: es2 (14} EResp
initialization and training time complexity. In the ' .
initialization step, the complexity of computing the  WhereRus andRy;; denote the ratings usergave to
similarity matrixes isO(n?p-+ n2h), and the complexity ~item i as predicted by a method in steps 1 and 3,
of equalization of the feature vectors &n? + n#). In respectivelyResp denotes the number of tested ratings in
training step, the most significant complexity is in SteP 3. RMSS is defined as:
updating the feature vectors. The complexity of learning
each user feature vector and each item feature vector are
RMSS= \/

MAE
o
®

Fig. 5: Comparison of the proposed method with the other
methods.

1

O(km) andO(kn), respectively. Therefore, the complexity
Res (1) 6Riesc

of the training step i©Q(max— iter x (nkm+ mkn)). We
can rewrite this a®D(max— iter x nkm), which denotes
that the computational complexity of the proposed In order to compare the proposed method with other
method is linear with respect to either the number of usersnethods, this paper has considered four methods that are
or items. This complexity analysis shows that the explained earlier on the MovieLens dataset. The total
proposed method is very efficient and can scale to verynumber of ratings is 100,000 in this dataset. For initial
large datasets. stability computations, we used 80000 ratings as the input

(Rit —Ru2)®  (16)
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Table 7: Stability of the proposed method on the MovieLens 5qditional resources such as computation power or
dataset. memory. Therefore, dimensionality reduction comes in

MAS RMSS naturally. The proposed method greatly mitigates two
User Mean 0.0405  0.0615 essential challenges: sparsity and scalability by apglyin
Item M ean 0.0211 0.0426

the NMF. Empirical studies verified that the proposed
method effectively improves the prediction accuracy of
CF and resolves the sparsity and scalability challenges.
From the experiment we have concluded that application
of the update rules in equationd0j and (@1) are
guaranteed to find at least a locally optimal solution. The
update rules themselves are extremely easy to implement

to the RSS. in order to predict .the remaining 20000computationally, and will hopefully be utilized by others
unknown ratings. From these predicted ratings, we drew For a wide range of applications

{gggﬁ]m S?g,:i?]lesmaigot%éa:énmgzir?i?]d tjrg%t(c)ag :25? :livg?gv As for the future work, intention is to combine the
9 gs, 9 9 roposed method with clustering to improve the

used to compute the prediction shift, as described aboveSerformance of RS. Clustering similar users is recently

In order to obtain 'robust empirical results, we ran theattracting a lot of attention and many researches in this
experiments three times for each method and reported thgrea have been reported in literature. As mentioned

aveéaggzﬁ f}gg'Ilt/)lle?r;[haentjhlrteeeéul\;l]z‘;; Ei%y?'o(wer rediction already, the scalability of the RSs is vital. Our intensi®n i
P to cluster similar users based upon self-similarity to

shift rat_her than other met_h_ods. In other words, adqmgincrease the scalability of the proposed method and then
new ratings does not significantly change the userlltemapply NME in each cluster instead of all users

average. Furthermore, while the proposed method,
User-based CF and Item-based CF were comparable in
term of predictive accuracy, the proposed method which
is based on the global optimization approach, represente'dA‘Cknowmdgement

higher stability than the memory-based neighborhoodrnis  research  was supported by the Iran
methods (User-based CF and Item-based CF) that ar€gjecommunication Research Center (ITRC).

based on the local, nearest neighbor heuristics.

User-based CF 0.2025 0.6110
Item-based CF 0.0789 0.2818
Proposed Method 0.0248 0.2120
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