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Abstract: In This paper, we propose a new algorithm that encompasses the features of cuckoo search and Newton method. 

It combines the fast convergence and the global search of the Cuckoo Search (CS), and the strong local search ability of 

Newton method (NM). The Compound Algorithm (CSNM) will be used to solve linear least squares problem. The linear 

least squares problem is transformed into an optimization problem, where the fitness function is defined as the sum of 

squared residuals. The proposed algorithm retained the global search capability with more accurate and faster convergence. 

The experimental results show that the proposed algorithm proved to be superior in convergence efficiency and 

computational accuracy. 
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1 Introduction  

The general ratios optimization problems ROP the method 

of least squares is a standard approach to the approximate 

solution of over determined systems, i.e. sets of equations 

in which there are more equations than unknowns [1]. Least 

squares problems fall into two categories: linear least 

squares and non-linear least squares, depending on whether 

or not the residuals are linear in all unknowns [2]. The 

linear least-squares problem occurs in statistical regression 

analysis; it has a closed-form solution. The non-linear 

problem has no closed-form solution and is usually solved 

by iterative refinement; at each iteration the system is 

approximated by a linear one, thus the core calculation is 

similar in both cases [3].  

In statistics and mathematics, linear least squares is an 

approach to fitting a mathematical or statistical model to 

data in cases where the idealized value provided by the 

model for any data point is expressed linearly in terms of 

the unknown parameters of the model. The resulting fitted 

model can be used to summarize the data, to predict 

unobserved values from the same system, and to understand 

the mechanisms that may underlie the system. Over the past 

few years, a number of approaches have been developed for 

solving the linear least squares using classical mathematical 

programming methods[4–6]. These methods require matrix 

factorizations or updates, and can become overly expensive 

for very large-scale problems.  

Gradient-type methods, such as gradient projection methods 

[7], require matrix-vector multiplications, but typically have 

very slow convergence. Meanwhile, classical optimization 

methods are highly sensitive to starting points and 

frequently converge to local optimum solution or diverge 

altogether. Linear programming methods are fast and 

reliable but the main disadvantage associated with the 

piecewise linear cost approximation. Nonlinear 

programming methods have a problem of convergence and 

algorithmic complexity. Newton based algorithm have a 

problem in handling large number of inequality constraints 

[6], [8]. 

Mathematically, linear least squares is the problem of 

approximately solving an over determined system of linear 

equations, where the best approximation is defined as that 

which minimizes the sum of squared differences between 

the data values and their corresponding modeled values. 

The approach is called “linear” least squares since the 

solution depends linearly on the data. Linear least squares 

problems are convex and have a closed-form solution that is 

unique, provided that the number of data-points used for 

fitting equals or exceeds the number of unknown 

parameters, except in special degenerate situations[9], [10]. 

In contrast, non-linear least squares problems generally 

must be solved by an iterative procedure and the problems 

can be non-convex with multiple optima for the objective 

function. A simple data set consists of n points (data pairs) 

(xi, yi), i = 1, 2, · · · , n, where xi is an independent variable 

and yi is a dependent variable whose value is found by 
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observation. The model function has the form f(x, β) where 

the m adjustable parameters are held in the vector β. The 

goal is to find the parameter values for the model which 

best fits the data. The least squares method finds its 

optimum when the sum S of squared residuals 
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It is a minimum. A residual is defined as the difference 

between the values predicted by the model and the actual 

value of the dependent variable  

 ,i i ir f x y                           (2) 

Linear least squares model is that of the straight line. 

Denoting the intercept as 0  and the slope as 1  the model 

function is given by  
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Then linear least squares problem (1) is transformed into 

following optimization problem 
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This paper is organized as follows:  the original cuckoo 

search algorithms briefly introduced in section 2. In 

section 3, Newton method is introduced. In section 4, the 

proposed algorithm is described, while the results are 

discussed in section 5. Finally, conclusions and future 

work are presented in last section. 

2 The Original Cuckoo Search Algorithm 

The Cuckoo search algorithm is a Meta heuristic search 

algorithm, which has been proposed recently by Yang and 

Deb [11], it was based on the following idealized rules: (1) 

Each cuckoo lays one egg at a time, and dumps it in a 

randomly chosen nest. (2) The best nests with high quality 

of eggs (solutions) will carry over to the next generations. 

(3) The number of available host nests is fixed, and a host 

can discover an alien egg with a probability  0,1ap  .  

In this case, the host bird can either throw the egg away or 

abandon the nest so as to build a completely new nest in a 

new location. The main steps of cuckoo search algorithm 

are summarized in algorithm 1. When generating new 

solutions ( 1)ix t   for the ith cuckoo, the following Lévy 

flight is performed 

( 1) ( )
vy( )

t t
i ix x Le 

                          (6) 

Where 0  is the step size, which should be related to the 

scale of the problem of interest. The product means 

entry-wise multiplications. We consider a Lévy flight in 

which the step-lengths are distributed according to the 

following probability distribution 

vy ,1 3Le u t                        (7) 

This has an infinite variance. Here the consecutive 

jumps/steps of a cuckoo essentially form a random walk 

process which obeys a power-law step length distribution 

with a heavy tail [12–14]. 

Algorithm 1:  Cuckoo search algorithm  

Define Objective function f (x), x = (x1, x2, ..., xd) 

Initial a population of n host nests 
( 1,2,..., )ix i d

 

while (t < MaxGeneration) or (stop criterion); 

Get a cuckoo (say i) randomly  and generate a new 

solution by Lévy flights; 

Evaluate its quality/fitness; Fi 

Choose a nest among n (say j ) randomly;  

if (Fi> Fj), 

Replace j by the new solution; 

end 

Abandon a fraction (Pa) of worse nests 

[and build new ones at new locations via Lévy  flights]; 

Keep the best solutions (or nests with quality solutions); 

Rank the solutions and find the current best; 

end while 

 Post process results and visualization; 

End 

3 Newton Method (NM) 

Newton method iterative scheme as follows[9]: 

   
1

1k k k kX X Hf X f X


                   (8) 

Where  kf X  is the gradient function and Hf(X) is 

Hessian matrix function. 

Usually Newton method is modified to include a small step 

size  0    

   
1

1k k k kX X Hf X f X


                     (9) 

The computational procedure of Newton method can be 

summarized as follows: 
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Algorithm2:  Newton Method 

Step 1: Set the parameters ϵ and γ.  

Step 2: Give starting points X0 and Let k=0.  

Step 3: Calculate   kf X . If    kf X output the 

result; otherwise, go to Step4. 

Step 4: Calculate  
1

  kHf X  and let 

   
1

1 


     k k k kX X Hf X f X  

Step 5: Let k = k + 1, then go back to Step 3. 

Where applicable, Newton method converges much faster 

towards a local minimum than gradient descent. In fact, 

every local minimum has a neighborhood U such that, if 

we start with x0 ∈ U, Newton method with step size γ=1 

converges quadratically (if the Hessian is invertible and a 

Lipschitz continuous function of X in that neighborhood). 

If Hf(X) is not positive or a minimization problem has 

saddle points, it sometimes gone wrong, for example the 

iterations are converging to a saddle point and not a 

minimum. 

4 The Proposed Algorithm (CSNM) for 

Linear Least Squares 

The main ideas of improving the CS algorithm based on 

Newton method for solving system of linear least squares 

are as follows:  After converting the system of linear least 

squares into fitness function as (5). The CS is employed to 

optimize the problem (5); and then the Newton method is 

employed to solve the optimization problem (5) using the 

solution obtained by the CS as an initial guess; this process 

is repeated until an accurate solution is located.  

The steps of the proposed hybrid cuckoo search algorithm 

based on Newton method for solving a system of linear 

least squares are summarized as follows: 

Algorithm 3:  Cuckoo Search Algorithm based on 

Newton method 

Step1: Assignment of parameters of Cuckoo Search and 

Newton method 

Step 2: Randomly given x1; x2; ...; xm, called initial cuckoo. 

Step 3: Apply CS to optimize the problem (5).  x* is the 

optimization solution at that time. 

Step 4: Apply Newton method to optimize problem (5) with 

initial solution x*. For the single dimension optimization 

problems that is brought out by using Newton method, CS 

is used to optimize it. Let the final solution be x**. 

Step 5: If the termination condition is satisfied, then stop, 

if not, substitute x** then go to step 2. 

5 Numerical Results and Discussion 

The following test problem shown in table (1) were taken 

from literature [9-10] to demonstrate the efficiency and 

reliability of the proposed algorithms. The simulation 

parameter settings results of CS, are as follows: Number of 

nests n=50, Discovery rate of alien eggs/solutions pa=0.25; 

The data pairs (xi, yi) are listed in Table 1, where xi is an 

independent variable and yi is a dependent variable whose 

value is found by observation, i = 1, 2, ..., 24. 

 

 

Table 1: Data pairs 
i 1 2 3 4 5 6 7 8 9 10 11 12 

xi 1.9 2 2.1 2.5 2.7 2.7 3.5 3.5 4 4 4.5 4.6 

yi 1.4 1.3 1.8 2.5 2.8 2.5 3 2.7 4 3.5 4.2 3.5 

i 13 14 15 16 17 18 19 20 21 22 23 24 

xi 5 5.2 5 6.3 6.5 7.1 8 8 8.9 9 9.5 10 

yi 5.5 5 5.5 6.4 6 5.3 6.5 7 8.5 8 8.1 8.1 

Table 2: Computation results 

Method β0  β1 S 

[9] 0.1502 0.8587 5.661375330899998 

CS 0.150474085526993 0.858734289429005 5.661374565933022 

CSNM 0.150474089952635 0.858734288488779 5.661374565933021 
 

 
Fig. 1: Results for data fitting 
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6 Conclusions and Future Work 

This paper introduced an improved cuckoo search 

algorithm based on Newton method for solving the linear 

least squares. Simulation example show that the algorithm 

can converge to be the best solution, and it has a high 

convergence rate and high accuracy. The proposed 

algorithm has been provided the better and clear way to 

optimize linear least squares problem. The results proved 

the superiority of the proposed methodology. The aim of 

future works includes investigating the use of CSNM for 

non-linear least squares or other practical application.  
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