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Abstract: Anideal .# on a nonempty sef is a subfamily ofP(X) which is closed under finite unions and subsets. The purgddbéso
paper is to introducé » —neighborhood in anZ —proximity spacend provides an alternative description to the studyefproximity
spaces. Moreover, a new topology via ideal and uniform spacdeX, ) is introduced. On comparing with an old topology, it is found
that the present one is finer.
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1 Introduction description to the study of# —proximity spaces. In
Section 4, the operateron P(X) with respect to an ideal

The fundamental concept &fremové proximity space and uniformity & on X is introduced and various

has been introduced by EfremoyP]. In addition, Leader ~ properties of it are investigated. Moreover, the new

[13,14] and Lodato 15,16 have worked with weaker generated uniformity via .ideal is presented which

axioms than those of Efremavptoximity space enabling generates a topologyry finer than the old one.

them to introduce an arbitrary topology on the underlying Furthermorerg; = 1, is proved.

set. Furthermoregroximity relationsare useful in solving

problems based on human percepti@d][that arise in

areas such as image analy$sdnd face recognitiond. 2 Preliminaries and basic definitions

Cyclic contraction and best proximity point are among _

the popular topics in the fixed point theory and many Let (X, 1) be a topological space. For a sub&aif X, A

results have been obtained, for instande8[9,24]. For  andA° denote the closure and the interiordin (X, 1),

further results and applications of proximity relations. respectively.

(See [12,11,21,2219].) Definition 2.1.[6] A nonempty collection# of subsets of
The notion of ideal topological spacesvas first @ setX is called andealon’X, if it satisfies the following
studied by Kuratowskiq] and Vaidyanathaswamy2§|. assertions:

Compeatibility of the topology with an idealy was first 1.Ac .7 andBe .# = AUBc .¥
defined by Njastad1[7]. In 1990, Jankovic and Hamlett ’
[6] investigated further properties of ideal topological 2.Ac JandBCA=Be S
spaces. Zhan2[7] introduced the uncertainties of ideal Thatis,.# is closed under finite unions and subsets.

theory on hemirings. An ideal topological spacds a topological space

This paper is an attempt to induce a new proximity (X, 1) with an ideal.# on X and is denoted byX, 1,.7) .
relation via uniformity and ideal. In Section 2, all ForasubseA C X, A"(.#,1):={xe X :ANnU ¢ .7 for
preliminaries and theorems aof —proximity structures, every open sdfl containingx} is called thdocal function
uniformity and ideals which will be needed in the sequel of A with respect to# andr. (See B,7,23].) We simply
are briefly mentioned. In Section 8, —neighborhood in  write A* instead ofA*(.#, 1) in case there is no chance for
an .4 —proximity space and provides an alternative confusion.
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Proposition 2.2.[6] Let (X, T) be a topological space and
# be an ideal orX. Then the operator
ClI*: P(X) — P(X)
defined by:
CI*(A) = AUA" (2.1)

satisfies Kuratwski’'s axioms and induces a topologgn
X given by

" = {AC X : CI*(A%) = A°}. (2.2)

WhereA° denotes the complement Af

Indeed, for every ideal topological spac¥,1,.7),
there exists a topology™ finer thant. For a subset
A C X, CI*(A) andInt*(A) will denote the closure and the
interior of A with respect ta*, respectively.

Definition 2.3.[10] Let .# be an ideal on a nonempty set
X. Abinary relationd» onP(X) is called ans —proximity
relationon X if §, satisfies the following conditions:
(|P1) AdyB = BayA,
(IPy) Ad»(BUC) < AdsBor Ad,C,
(IPs) AgsBVAe 7, BeP(X),
(IPs) ANB¢ 7 = Ad B,
(IPs) Ag»B=3C,D C X such thatAg ,C®, D°J B and
CnbDe 7.
An . —proximity spaces a pair(X,d) consisting of
a setX and an.# —proximity relationon X. We shall write

Ad ,B if the setsA,B C X ared »—related, otherwise we
shall writeAgd ,~B.

J is said to beseparatedif it satisfies:
(IPs) X007y = x=Y.

Lemma 2.4.[1Q] If Ad~,B,ACC, andBC D, thenCd,D.

Theorem 2.5.[10] Let (X,d.~) be an.# —proximity space
andA% = {xe X : x5 ,A}. Then

Ads _BOs C (A— B)f‘iﬂ_
Theorem 2.6[10] Let (X, d~) be ans —proximity space.
Then the operator
Cl%s : P(X) — P(X)
defined by
CI% (A) = AUA®/ (2.3)

satisfies Kuratwski's axioms and induces a topologyon
calledts, given by:

T5, = {AC X :CI% (A%) = A°}. (2.4)
Theorem 2.7.[10] Let (X,d,) be an .#—proximity
space. Then the closure operator defined?ii3)(has the
following property:

BJ, A< BJ,Cl% (A). (2.5)

Definition 2.8.[10] A topological spacgX, 1) is called
x—normal spacef V Fi,F, € T° such thatF, N F € .7
thendH,GetsuchthaF; CH, K C GandHNG e .7,
wheret*’ is the family of allT*—closed sets.

Theorem 2.9.[10] Let (X,7) be ax—normal space and
0 be arelation orP(X) defined as:

Ad,B < CI*(A)NCI*(B) ¢ .7 VA B C X.

Thend is an.# —proximity relation onX.
Definition 2.10.[10] A topological spacéX, 1) is called
an .# —proximizable spacedenoted byr ~ d, if there
exists.# —proximity relationd such thatrs, = 7°.
Theorem 2.11.[10] Let .# be an ideal on a nonempty set
X, (X,7) be ax—normalT; space and is the formula
(2.6). Thent =~ & 4.
Definition 2.12.[18] Let X be a nonempty sefy C X and
RC X x X. Then

RIA] = {y e X: (x,y) € Rfor somex € A}. Forx € X,

RX = RI{x}].

Definition 2.13.[18] A uniform structureor (uniformity)
3L on a seiX is a collection of subsets of x X satisfying
the following conditions:

1. EveryR € 4 contains the diagonal = {(x,x) : x €

X},
2. If Ry e dandRy € 4, thenRiNR, € 4,
3. GivenRy € 4, there exists &, € I such thaR,o R, C
Ra,

4, If Ry € 4 andR; C Ry, thenRy € 4,

5. If Re sl, thenR~1 € 4L
The pair(X,4) is called aruniform space
Theorem 2.14.[18] Let (X,4l) be a uniform space. Then
Bx = {RX : R € U} is a neighborhood filter and
M ={V C X:BCVfor someB € 5} is aneighborhood
system at X. Furthermore,
Ty ={GCX:VxeG3aV e A4suchthat C G} is a
topology onX.
Theorem 2.15.[18] Let (X, ) be a uniform space. Then
the closure offy; defined as

CI(A) = NresRIAL.

(2.6)

2.7)

Definition 2.16.[4] Let (X,1,.¥) be a topological space
with an ideal.# andA C X. ThenAis called.# —compact
if for every open covefH; : j € J} of A, there exists a
finite subcovelH; : i =1,...,n} such thaf A— UZ1H;) €
S,

3 .4 — proximal neighborhood structures

Definition 3.1. A subsetB of an .# —proximity space
(X,04) is a dy—neighborhood of A (in symbols
A< s B)ifand only ifAg,B°.

Theorem 3.2.Let (X,0,) be an.#—proximity space.
Then
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1. A<, BimpliesCl%/ (A) <, B,
2. A<, BimpliesA <, int% (B).

Proof.

1.Let A<, B. Then A 5,B°. Hence Theorem 2.7
impliesC1%# (A),BS; that is,CI%7 (A) < s B.
2.A 5,B° implies A /5,Cl% (B%). Equivalently,
Ag,(int% (B))C, i.e. A< » int% (B).
Theorem 3.3.Let (X,d,) be an.# —proximity space.
Then the relatiorg » satisfies the following properties:
1.X <y X,
2.A< s BimpliesANB® e .7,
3.ACB« ,sCCDimpliesA< » D,
4.A< s Bifori=1,2 ... nifandonlyif A< , N B,

5.A< s BimpliesB® <« A,
6.1fAc .7 orBe .7, thenA< , B°,

7.A <, B implies 3 C,D C X such that
A< ,C,D°« ,BandCnD e .7,
8.1f &, is a separated .#—proximity, then
X#y= X<y {y}°
Proof.

1. (IP3) and Definition 2.1 indicat¥ 3 ~0. HenceX < »
X.

2. If A< s B, then(IP,) impliesANB € .7.

3.1f A« , D, thenAd,DC. Lemma 2.4 implies that
Bo,CS, i.e.B <« » C, which is contradiction.

4.1t suffices to considern = 2. A <, B; and
A< s By AJ,Bf andA3,BS < AS,(B{UBS) <
A3, (B1NBy)t < A< s (B1NBy).

5.A < s BimpliesAg,B® and(IP;) impliesB® 3 /A,
i.e. B¢ < s A"

6. LetAc .7. Hence(IPs) impliesAg »B. It follows that
A<z BC. Similarly, if Be .#.

7.A < s B impliesAJ,B°. (IPs) implies3 C,D such
thatAg ,C* B3 ,D¢andCnND € .#; thatis,A< , C,
D¢« ,BandCnDe .7.

8.x#Yy=xg,yby (IPs) = X< s {y}*".

Corollary 3.4. A < s Bj fori =1,2,...,nimplies
NLA < N4 Bi andUl A < U 4B

Theorem 3.5.If < ~ is a binary relation orX satisfying
(1) — (7) in Theorem 3.3 and » is defined by

AJ,Be A< s B, (3.1)

then 0, is an . —proximity relation onX. B is a
0, —neighborhood of A if and only if A <, B.
Moreover, if < also satisfieg8) in Theorem 3.3, then
d is separated.

Proof.

(IP1) A 5+B implies A < » B°. By Theorem 3.3(5),
B <« s A% and henc8g /A.

(IP;) (AUB) &,C implies (AUB) < C° Then by
Theorem 3.33), A< s C®andB <« » C°, i.e.Aj,C
andB g ,C. Conversely, ifAJ,C andB g ,C then by
part (1), C 6-A andC §,B; that is,C < » A® and
C < BE. thus by Theorem 3.84), C < » (A°NB°),
i.e.C< s (AUB)C. HenceCg, (AUB).

(IP3) If A€ .#. Then Theorem 3.86) impliesA < » B°.
HenceAgd,B. Similarly if B¢ .#.

(IP4) If Ag~B, thenA < » B®. From Theorem 3.82) we
haveANB e ..

(IPs) SupposéAgd ~B, i.e.A < » B®. By Theorem 3.37),
JC,DCXsuchthah« »C,B< » DandCND € .#.
Thus3d C,D such thatAg ,C®, Ag D¢ andCnND € .7.

(IPs) Letx#y. Then Theorem 3.88) impliesx < » {y}°.
Thusxgd ,y. Henced » is separated.

Theorem 3.6.f A< s BandB e ., thenAe .#.
Proof. A <~ B implies A 5+B°. (IPs), B € .# and

Definition 2.1 imply(ANB®)UB € .#; thatis,AUB € .#.
Then Definition 2.1 implie&\ € .7.

Theorem 3.7A <, BYBC X ifandonlyifAe .7.
Proof. LetA < » BV B C X. It follows thatA < ~ 0, i.e.
AJsX. Thus by(IP;), A€ 7. Conversely, ifA € .# then
(IP3) implies thatAg ,B°V B C X. So,A< » BYBC X.
Theorem 3.8.Let.# be anideal on a nonempty s€td »
be an.# —proximity on X and (X, 1) be ax—normal Ty
space such that~ o . If Ais .#—compactB is closed
setint* andANB € .7, thenA%s 3B%~ .

Proof. For alla € A, if a € B. It follows that{a} € .7,
and hencélPs) impliesagd ~B. Also, ifa¢ B, Bis closed,
hencea g ,B. This result implies there exist&s C X such
thatad E® andE §,B; that is,a < » E andE < » B°.
Theorem 3.2 paif2) impliesa < » int® (E) CE < BC.
LetNy = int%7 (E). HenceNa 8 ~B. Now {N, : ac A} is an
open cover ofA. SinceA is .# —compact, there is a finite
subcovef Ny :i=1,2,...,n} such thatA— U2 1Ny ) € 7.
Let N = UiZINy. Then(IP,) impliesN §,B. This result,
combined with Theorem 2.7, impli&i°~ (N) §~B. Since
(A—N) € .7, hence Theorem 2.5 arjtPz) imply A% —
N%s C (A—N)% = 0. ThereforeA%s C N® C CI%# (N).
This result, combined with Lemma 2.4 aidis closed,
impliesA%s 3B%

4 7 —proximity spaces induced by
uniformity

Theorem 4.1.Let (X,4) be a uniform space. For & €
ilandx,y € X such thay € Ri[x]. Then there exists®; €
il such thaRy[y] C Ry[X].
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Proof. Let Ry € {l andx,y € X such thal € R;[x] and let
ze€ Ryly]. It follows that (x,y) € Ry and (y,z) € Ry, and
hence(x,z) € Ry o Ry. This result, combined withl as a
uniformity, implies there exists R, € 4 such thatR; o
R1 C Ry. Consequently(x, z) € Rp; thatis,z€ Ry[x]. Then
the result.

Theorem 4.2.Let (X, 4l) be a uniform space and be an
ideal onX. Then the operator

x: P(X) — P(X)
defined by

A ={xeX:RXNA¢ .7 forall Re i} (4.2)

satisfies the following:-

1.0, =0,

2. If AC B, thenA{, C By,

3. (AUB)§ = AjUBY,

4. (A" S Ay,

5.1f 7 C ¢, thenAi( 7) CA{(H).
Proof.

1. The formula4.1) and Oc .7 imply 0§ = 0.

2. Letxe Aj. ThenRx]NA ¢ .# V Re L. HenceA C B,
combined with Definition 2.1, implieRxNB ¢ .# V
R 4. Sox € B{;. Then the result.

3.

(AUB); ={xe X :RX|N(AUB) ¢ .# YRe 4}
={xeX: ((RXNA)U(RX NB)) & .#
VRe U}
={xeX:RXNA¢ #VRe}or
{xeX:RXNB¢ .7 VRe i}
=A§ UBg.

4. Letx € (A" Itfollows thatR[X| NA{ & .# VRe 4,
and henceRX| NAj # 0 V R € 4. Therefore, there
existsy € R[x] andy € Aj such thaty € R[x] and
Ry|nA¢ .# ¥V Re 4. This result, combined with
Rly] € Rjx and Definition 2.1, implieRx NA¢ .7 V
R 4. Hencex € A,. Then the result.

5. Letxec A (7). ThenRXNA¢Z # V¥ Re il Since
4 C 7, henceRx]NA¢Z 7 VRe . Soxe A (S).
Then the result.

Corollary 4.3. Let (X,4l) be an uniform space and be
an ideal onX. Then the operator
—:P(X) = P(X)

defined by

A=AUA; (4.2)

satisfies Kuratwski's axioms and induces a uniformimply

topology onX calledt* (1) given by

T"(U) = {AC X:A°= A"} 4.3)

Proof. The result is a direct consequence of Theorem 4.2.
Theorem 4.4.7%(4) is finer thant (L().

Proof. To prove the theorem, it suffices to show thigk C
X,ACCI(A). Letx € A It follows thatx € Aorx € Aj,. If
x € A, hence the result. Now, l&tc Aj,. ThenRx|NA¢Z .7
vV R € 4. This indicates thaRx] NA # 0 V R € {l. Also
R IxNA+# 0V R 4. Hence there existse X such that
y<c R 1[x VRe Uandyc A Hence(y,x) € RV R< tland
y € A. It follows that there existg € A such thai € R[y];
that isx € Nregy(R[A]. then the result.

The following two theorems indicate that every
uniform space(X,4) has an associated” —proximity
relation.

Theorem 4.5.Let .# be an ideal on a nonempty s¢tand
d+ be a binary relation oR(X) defined as:

Ad,B< RANBE.7 YReE L (4.4)

Thend, is an.# —proximity relation onX.

Proof. First we prove thatd, satisfies (IP;), V
AB.C € P(X), (AUB)3,C < R(AUB)]NC ¢
S forallRe < (RIAJURB|) NC ¢ .# forallRe U <
((RIAINC)U(RB]NC)) ¢ .7 forallRe Ll < RIA|INC ¢
S forallRe orRB|NC ¢ .# for allRe t< Ad~C or
Bd,C. Similarly, Ad,(BUC) < Ad,B or Ad,C. For
(IPy), let A5,B. Hence (IP,) and A C R [A] imply
R 1[A]8,B. HenceRIRY[A]|NB ¢ .# for all R € 4. This
result, combined withRIR™1[A]] N B C AN B, implies
ANB ¢ .. HenceANB C ANR[B] and Definition 2.1
imply ANR[B] ¢ .#. ConsequentlyBd »A. For (1P3), let
Ad~B. Hence(IP,) andA C R™Y[A] imply R™1[A]5/B. It
follows thatR[R*l[Al] NB ¢ .7 for all R € 4. This result,
combined withRIR™*[A]] N B C AN B and Definition 2.1,
impliesANB ¢ .# for all R € 4. This shows thaA ¢ .7
andB ¢ .#. For (IP;), letANB ¢ .#. Then Definition 2.1
implies RA|NB ¢ .# for all R € 4; that is, AdsB. To
check thatd » also satisfies conditiofiPs), let A ~B. It
follows that RIAjn B € .# for someR € 4. By taking
C = R/A] and D = (RJA)¢, we have the required
properties.

Theorem 4.6.Let .# be an ideal on a nonempty s¢tand
0 be a binary relation oR(X) defined as:

Ad,B< RIAINRB| ¢ .# forall Re 4l (4.5)

Thend is an.# —proximity relation onX.

Proof. It is clear thatd, satisfies(IPy). For (IPy), V
AB,C € P(X) (AUB)3,C < R(AUB)|NR[C] ¢
S forallRe U < (RAJURB])NR[C] ¢ .# forallR e
4 < ((RAl N RC)) U (RB] N RC))) ¢ .#forall
R e 8 & RANRC] ¢ sforalR € U or
RB|NR[C] ¢ .# forall Re sl< Ad,C or Bo,C. For
(IP3), let A5,B. Hence (IP1), (IP;), and B C R1[B]
that Ad,R71B]. Hence
RA N RRLB]) ¢ sforallR € 4. This result,
combined with RIA] N R(R7Y[B]) € RA| N B and
Definition 2.1, impliesRIA|NB ¢ . for all R € (. This
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shows thatB ¢ .#. Similarly A ¢ .#. For (IPs), let
ANB ¢ 4. Then Definiton 2.1 implies
RA|NR[B] ¢ .# for all R € &; that is, Ad~B. To check
that 8, also satisfies conditior{IPs), let AJ3,B. It
follows thatR[A]NR[B] € .# for someR € {l. By taking
C = (RB])® and D = R[B], we have the required
properties.

Theorem 4.7 Let (X, () be a uniform space# be an ideal
on X andA,B are subsets oX. Then the following two
# —proximity relations orX are equivalent

1.A’LB< RANB¢ .# VRe U,
2.A02B = RAINRB| ¢ .7 VRe L.

Proof. To prove the theorem,
ASLB < Ad2B. Let AdLB. ThenRIAINB ¢ .7 V Re 4l
and hence Definition 2.1 implieRA|NR[B] ¢ .# V
R € 4; that is,Ad2B. On the other hand, supposé> B.
This result, combined witlB C R"1[B] and Lemma 2.4
imply A62 R-1[BJ; that is,RIAINRR1[B]] ¢ .# V Re 4.
Definition 2.1 andR[R™1[B]] € B imply RIA|NB ¢ .# V
R € 4L This shows thafd’ B. Then the result.

The following theorem shows that the topology

generated by the closure operator defined H2)(

coincide with the topology generated by the closure

operator defined in3).
Theorem 4.8Let (X, 1) be a uniform space andl, is the
formula @.4). Then

() =T5,.

Proof. To prove the theorem, it suffices to show that
A C X, A =CI%(A). This follows from the fact that

X€CIP(A) & xeAorx e A% < xe AorxdyAs X €
AorRXINA¢ #VRell & xe Aorxe Aj & xe A

Corollary 4.9. Let (X,4l) be a uniform space andl, is
the formula 4.5). Then

T"(U) =15,-

Proof. The result is a direct consequence of Theorem 4

and Theorem 4.8.

5 Conclusion

A set X with a nearness relatiofbetween its subsets is

have been introduced.d,—neighborhood in an

Z —proximity relation has been introduced. This provides
an alternative description to the study .@f—proximity
spaces. Furthermore, the operatan P(X) with respect

to an ideal and uniformityl on X has been presented and
various properties of it are investigated. The new
generated uniformity via ideal is mentioned which
generated a topology*(4f) finer than the old one. In
addition,t* () = 15, is proved.
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