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Abstract: The aim of this paper is to compare through Monte Carlo sitrarla the finite sample properties of the estimates of the
parameters of the weighted exponential distribution oletaiby five estimation methods: maximum likelihood, momdmtsioments,
ordinary least-squares, and weighted least-squares. ilkeabhd mean-squared error are used as the criterion foraz@op. The
simulation study concludes that the last four estimatiothods perform well and are highly competitive with the mastimlikelihood
method in small and large samples. This conclusion is algp@ted with the analysis of two real data sets.
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1 Introduction

In the past few years, several statistical distributionseha

been proposed to model lifetime data which exhibit .
non-constant failure rate functions. One of suchBayesian

and the h.r.fh(x|a,B) is an increasing function ir with
h(0[a, B) = 0 andh(«|a;, B) = B.

and Khorram (2014) considered the
inference for the weighted

Farahani
statistical

distributions is the two-parameter weighted exponential€xponential distribution. Extension of the weighted
distribution introduced by Gupta and Kundu (2009). Its exponential distribution is given in Shakhatreh (2012).

probability density function (p.d.f.) is given by

f(xa.p) = T2 peP1-e P, xa,p>0 (1)
Note thatf(x|0,3) converges to the gamma distribution
with shape parameter 2 and scale parame¢ierand
f (x|, B) converges to the exponential distribution with
scale parametes.

The corresponding cumulative distribution function
(c.d.f.) and hazard rate function (h.r.f.), respectivelie

given by

1
FXa.p)=1-—ePa+1-e), (2
and
h g e 3
(Xla,B) = (a+1)B ar1_ eabx ®3)
For all valuesa,B > 0, the p.d.f.f(x|a,B) is a
unimodal function inx with mode atxy = a—lﬁl (a+1)

Roy and Adnan (2012) introduced a class of
non-symmetric circular distributions by wrapping an
asymmetric weighted exponential distribution around the
circumference of a unit circle. Extension of the weighted
exponential distribution to the bivariate and multivagiat
cases are investigated by Al-Mutadtial. (2011).

As far as the estimation of the parameters of the
weighted exponential distribution, Gupta and Kundu
(2009) considered only the maximum likelihood
estimation (MLE) and method of moments estimation
(MME). It is of interest to compare these methods with
other estimation methods such as themoments
estimation (LME), ordinary least-squares estimation
(OLSE) and weighted least-squares estimation (WLSE).

The main aim of this paper is to compare the above
different estimation methods via intensive simulation
studies. Similar studies for other distributions can be
found in, for example, Shawky and Bakoban (2012) for
the exponentiated gamma distribution, Teimostial.
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(2013) for the Weibull distribution, and Usta (2013) for exponential distribution, the first two raw moments,
the extended Burr XII distribution. respectively, are
In Section 2 we discuss the five estimation methods

considered in this paper. The comparison of these methodst (X |a, B) = 0{7”7
in terms of bias and mean-squared error is presented in (a+1)B
Section 3. The five estimation methods are used in fitting_ _ , 2(a?+3a +2)
two real data sets in Section 4. Some concluding remark& (X0, B) = T (a+1)2B7

are presented in Section 5.

The method of moments estimat@gue and EMME
for a andf, are obtained by solving the equations:

2 Methods of Estimations Rt T
E(X|amme, Bume) = my, E(X?|amme, Bume) = My,
In this section we describe the five considered estimation

methods to obtain the estimates of the parametersdg ~ Where
of the weighted exponential distribution. 1 0 10,
My = — X = )_(7 M = — X1 )
nis n i;
2.1 Maximum Likelihood are the first two sample moments, respectively.
It follows that

Let X1,Xo,...,X, be a random sample of sizefrom the
weighted exponential distribution with parametersaind Goe — 2M -3++v2M -3 ©6)
B with p.d.f.(1). MME 2-M ’

The maximum likelihood estimate®v e and BuLe,
of a andf are obtained by maximizing the log-likelihood ammE + 2

function EMME = m, @)
a1 21)3] — Bnx+ iilln (1— e*“BXi) 7

whereXx is the sample mean.
These estimates can also be obtained by solving the Note that M — 1 = m-m 2 where

é(a B) =nln provided that

< 2. (8)

non-linear equations: 1 5. . mo R . .
L= 2311 (% —X)¢ is the (biased) sample variance. This
-n N Bx e 9B means that condition (8) is equivalent to
(a+1l)a &Hl-eapi 7 1 s
N ey BEET V2 <R
B 5 1—eapx

i.e. the value of the sample coefficient of variation is in the
It follows that ay g is the solution of the non-linear interval(%,l)-

equation
XD X exp- A X o @ 28 Method of L-Moments
U(G —I—Z) e exq_ f{csiir)z; Xi] )
The method ofL-moments was proposed by Hosking
and (1990). This method is defined in terms of linear
N GuLE +2 functions of population order statistics and their sample
BuLe = Gwe 11X (5  counterparts.

For the weighted exponential distribution, the first two
populationL-moments, respectively, are given by

2.2 Method of Moments l1(a, B) = E(Xw1la,B) = E(X|a, B),
lr(a,B) = %E(XZ:Z_X1:2|aaB)

. . 2
The method of moments is another technique commonly
used in parameter estimation. For the weighted = E(X|a,B) — E(X1:2/a,B),
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whereX:.m is therth order statistic from a random sample where

of sizem, E(X|a, B) is the population mean and, using the

substitutiony = e X,

(X2l B) = [ 1L F(da, B ox
= % /Oly(a+1—y">2 dy

a’+5a+5
2@+ (a+2)B°

TheL-moments estimatoi® e andﬁLME of a andf
are obtained by solving the equations:

l1(ALme, Bume) = 11, l2(auve, Buve) = 2,

where

|l:)_(, |2:{ﬁ ii(i_l)xiin}_)_(a

are the first two sample-moments, respectively.
It follows that

b 2L -3++v2L-3

aLME = 2L ) (10)
- O me +2
= 11
BLvE G T DX (11)
provided that
S %2 _, (12)
2 I

2.4 Ordinary and Weighted Least-Squares

Let X1n < Xon < --- < Xpn be the order statistics of a

random sample of siza from a distribution with c.d.f.
F(x). It is well known that:

i(n—i+1)

[
N1 Var [F(xin)] =

D1 (Xin|at, B) = [1— (aB >q;n+1)e—aﬁﬁrn} e Pin  (15)

Ay (Xin|a,B) = (1— e“’B"“”) Xion € P, (16)

The weighted least-squares estimatég = and

EWLSE of the parametersx and 3 are obtained by
minimizing the function

" (n+1)2(n+2)
MR T

[F(m;nm,m—ﬁl}z.

These estimates can also be obtained by solving the non-
linear equations:

= A1(Xin | a,B) _ B |_ -
.;m [F(X“n P 1} =0 (17)
2 Ap(Xin | @, B) i

|;I2(n—7l+1) [F(Xi:n |a,B)— n—+1:| =0, (18)

whereA;(Xin | o, B) andAy(xin | a, ), are given by (15)
and (16), respectively.

3 Simulations

In this section we present results of some numerical
experiments to compare the performance of the five
estimators discussed in the previous section. We have
taken sample sizes = 25,50,...,200, and parameter
values(a,f3) : (0.5,0.5),(0.5,2),(1,4),(2,0.5).

For each combinatiorin,a,3), we have generated
N = 10,000 pseudo-random samples from the weighted
exponential distribution using the fact th&t=Y +Z
where Y and Z are independent exponential random
variables with scale parameter8 and (a + 1),
respectively. The generated sample values satisfy the
conditions (8) and (12) in order to make the comparison
between all the considered five estimations methods.

All calculations were performed using tiestatistical
software Version 3.0.0.,, R Core Team (2013). The
estimates using MLE, OLSE and WLSE methods were
obtained using theopti m function. To assess the

For the weighted exponential distribution, the ordinary performance of the methods, we calculated the bias and
least squares estimatég, = andBoL s of the parameters the mean-squared error for the simulated estimates of

o andp are obtained by minimizing the function

n 2

S(a.B) :_; {F(Xi:n la,B)—

[
n+1

6=a,p:

~

~ N
(6-6), MSE(B)=g3

Mz

Bias(d) = &

iR
||
-

Figures 1-2 show, respectively, the bias of the

These estimates can also be obtained by solving the nonsulated estimates af and . From these two figures

linear equations:
n

F(n|a,B)— o A1(Xn | a,B) =0, (13)
; n+1

3 [Fonlap) | aatin gy =0 19

we observe that

() all the estimators of the parameter (8) are
positively biased (positively and/or negatively biased),

(ii) the biases of the estimators of the parameters
and 3 tend to zero for largen, i.e. the estimators are
asymptotically unbiased for the parameters,
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(iii) the MME of the parametea has smaller positive
bias compared to other estimators when the sample size
is small fr < 50), otherwise, all estimators biases are very
close,

(iv) the MME of the parametei3 has a smaller
absolute bias compared to other estimators except the
casea = 2, 3 = 0.5 where the MLE, OLSE, WLE and
WLE have smaller absolute bias.

Figures 3-4 show, respectively, the MSE of the
simulated estimates af and 3. From these two figures,
we observe that

(i) the MSE of all estimators of the parameter(3)
tend to zero for large, i.e. the estimators are consistent
for the parameter,

(i) the MME of the parameten has smaller MSE
compared to other estimators when the sample size is
small (0 < 50), otherwise, LME or WLSE have smaller
MSE,

(iii) the MME or LME of the parametef has smaller
MSE compared to other estimators.

4 Data anaylsis

In this section we analyze two real data sets for comparing
the considered five estimation methods for the weighted
exponential distribution.

Data set 1: (Gupta and Kundu 2009)

This data set represents the marks in Mathematics for
48 students in the slow pace programme in the year 2003:
29, 25,50, 15, 13, 27,15, 18,7, 7, 8,19, 12, 18, 5, 21, 15,
86,21, 15, 14, 39, 15, 14, 70, 44, 6, 23, 58, 19, 50, 23, 11,
6,34, 18, 28, 34, 12, 37, 4, 60, 20, 23, 40, 65, 19, 31.

Data set 2: (Ghitanyet al. 2008)

T(r/48)

48 (=12, ..48)
(a) Dataset 1

L S S S

T(r/100)

r/100 (r=12, ...,100)
(b) Data set 2

This data set represents the waiting times (in minutes)ig. 5: Empirical scaled total time on test plots for data
before service of 100 bank customers: sets 1 and 2.

0.8,0.8,13,15,1.8,1.9,1.9,21, 2.6,2.7,2.9,3.1, 3
3.3,35,36,4.0,4.1,42,42,43,43,44,44,46,4
4.7,4.8,4.9,4.9,5.0,53,55,5.7,5.7,6.1,6.2,6.2, 62

Figure 5 shows the empirical scaled total time on test

6.3,6.7,69,7.1,7.1,7.1,7.1,7.4,7.6, 7.7, 8.0, 8.2, 8. 6(TTT) -transform (BarlOW and Campo 1975) where

8.6, 8.6, 8.8, 8.8, 8.9, 8.9, 9.5, 9.6, 9.7, 9.8, 10.7, 10.9,

11.0, 11.0, 11.1, 11.2, 11.2, 11.5, 11.9, 12.4, 12.5, 12.9, T(r/n)=

13.0, 13.1, 13.3, 13.6, 13.7, 13.9, 14.1, 15.4, 15.4, 17.3,

Si_1Xin+ (N—=1)Xen
SilqXin

, r=212,...,n

17.3, 18.1, 18.2, 18.4, 18.9, 19.0, 19.9, 20.6, 21.3, 21_4[nspection of Figure 5 shows concave behavior above the
21.9,23.0,27.0,31.6, 33.1, 38.5. diagonal line, indicating that each of the considered data
sets is drawn from a population with an increasing failure

Table 1 shows that the conditions for the existence ofrate (IFR).

MME and LME for the considered data sets are satisfied.

Table 1: Existence of MME and LME for data sets 1 and 2.

Data set M s/X L
1 1.5054| 0.7109| 1.5209
2 1.5315| 0.7290 | 1.5416

Tables 2-3 show the estimates of the parameteand
B under the considered five estimation methods. These
tables also show the corresponding Cramer-von Mises
goodness-of-fit test statistic:

CVM__JFZJ F(Xin|@, B) — ,
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Table 2: Parameters estimates, Cramer-von Mises test and SSR

for data set 1. References
Method | @ B CvM  p-value | SSR [1] Al-Mutairi, D.K., Ghitany, M.E., Kundu, D., A new bivasite
MLE 0.2797 0.0688|| 0.0639 0.7892| 0.0972 distribution with weighted exponential marginals and its
MME 0.2322 0.0700|| 0.0642 0.7873| 0.0983 multivariate generalizationStatistical Papers, 52: 921-936
LME 0.5139 0.0641|| 0.0624 0.7988| 0.0906 (2011).
OLSE | 0.5668 0.0645|| 0.0588 0.8218| 0.0690 [2] Barlow, R.E., Campo, R., Total time on test processes and
WLSE | 0.8410 0.0592|| 0.0631 0.7946| 0.0879 applications to failure rate analysis, In R.E. Barlow, J.

Fussell, N.D. Singpurwalla (EditorsReliability and Fault

Table 3: Parameters estimates, Cramer-von Mises test and SSR "¢ Analysis, 451-481 (1975), SIAM, Philadelphia. -

for data set 2. [3] Farahani, Z.S.M., Khorram, E., Bayesian statistic&iance
for weighted exponential distributionCommunications
in SatisticsSmulation and Computation 43, 1362-1384
(2014).

[4] Ghitany, M. E., Atieh, B., Nadarajah, S., Lindley dittion
and its application. Mathematics and Computers in

Method a B CvM  p-value || SSR
MLE 0.7033 0.1607|| 0.0220 0.9947| 0.0298
MME 0.6702 0.1619|| 0.0222 0.9944| 0.0305
LME 0.8103 0.1572|| 0.0217 0.9951| 0.0277 Smulation 78, 493-506 (2008).
OLSE | 0.8888 0.1552) 0.0216 0.9953) 0.0248 [5] Gupta, R.D., Kundu, D., A new class of weighted exporednti
WLSE | 0.8860 0.1545|| 0.0221 0.9946| 0.0382 distribution. Satistics 43, 621-634 (2009).
[6] Hosking, J., L-moments: Analysis and estimation of
distributions using linear combinations of order statisti
Journal of the Royal Satistical Society B, 105-124 (1990).
and its p-value as well as the sum of squares of the[7] Makhdoom, I., Estimation oR = P(Y < X) for weighted

residuals (SSR): exponential distributionJournal of Applied Sciences 12:
] 1384-1389 (2012).
A A BNE: [B]R Core Team, 2013. R: A language and environment
SSR= i; [F(X“”m )_F”(X“”)} ' for statistical computing. R Foundation for Statistical

Computing, Vienna, Austrianttp://www.R-project.org/

1 / . - [9] Roy, S., Adnan, M.A.S., Wrapped weighted exponential
== is< .d.f. AT - .
whereFy(x) = 5(number ofxs <x) is the empirical c.d f distributions. Satistics and Probability Letters 82: 77-83

Tables 2-3 show that the OLSE method has the (2012)
smallest test statistic and highgsvalues of Cramer-von élO] ShakHatreh MK, A two-parameter of weighted

Mis,es test as well as smallest sum of squares of th exponential distributionsSatistics and Probability Letters
residuals. Hence, for each of the given data sets, the g5 555,961 (2012).

OLSE is the most suitable estimation method among thg11j shawky, A. I., Bakoban, R. A., Exponentiated gamma

five considered methods. distribution: different methods of estimationdournal of
Applied Mathematics, Art. ID 284296, 1-23 (2012).

[12] Teimouri, M., Hoseini, S. M., Nadarajah, S., Companisd

5 Conclusions estimation methods for the Weibull distributidBiatistics 47,
93-109 (2013).

[13] Usta, 1., Different estimation methods for the paraengt
of the extended Burr XII distributiondournal of Applied
Satistics 40, 397-414 (2013).

In this paper we compared, via intensive simulation
experiments, the estimation of the parameters of the
weighted exponential distribution using five well known
estimation methods, namely the maximum likelihood,
method of moments, method df-moments, ordinary
least-squares, and weighted least-squares. The simulatio
study concludes that the last four estimation methods
perform well and are highly competitive with the
maximum likelihood method in small and large sample
sizes. This conclusion is also supported with the analysis
of two real data sets.
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