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Abstract: In the last two decades the mathematical modeling of real-world complex systems has received much attention. These sys-
tems are composed by a high number of interacting entities which are able to express a specific strategy. In order to reducecomplexity,
the whole system is decomposed in different subsystems thatare sets of heterogeneous entities having the ability of expressing the same
function. The microscopic interactions among the functional subsystems generate the emerging behaviors that are typical of the com-
plex systems. This paper is concerned with suitable developments of the methods of mathematical kinetic theory for active particles for
the modeling of complex systems splitted in functional subsystems and constrained to maintain constant some macroscopic quantities.
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1. Introduction

The understanding and simulation of the behavior of most
complex systems in life and applies sciences is a new chal-
lenge of this century. Complex systems consist of a large
number of inhomogeneous agents (or particles) that inter-
act each other in a nonlinear manner and with the outside
environment. The collective behavior cannot be simply in-
ferred from the behavior of its agents and the alteration
of only one agent or one interaction reverberates on the
whole system. An emergent behavior of a complex system
is a property of the system as a whole which does not exist
at the individual agent level [1,2].

Different tools and methods have been developed in or-
der to model complex systems. Mathematicians, physicists
and bio-informatics agree that the complexity of the sys-
tem is primarily related to the high number of agents that
makes unfeasible the analysis of the system at the individ-
ual level. Indeed complex systems contain from millions
to a few copies of each of thousands of different elements.
Therefore reducing the complexity of the system is the first
step that has to be pursued. Moreover a remarkable con-
ceptual difficulty arising from dealing with complex living
system is the lack of fundamental paradigms (first princi-
ples) about equilibrium and conservation rules, see [3–5].

The mathematical methods of the kinetic theory for
active particles, in brief KTAP, allow to reduce the com-
plexity by introducing a system approach, namely all the
particles expressing the same strategy are grouped in sub-
systems. The particles, called active particles, are able to
perform strategies and have different abilities (functions)
that distinguish them from the particles of the inert mat-
ter. These abilities are modeled by introducing a scalar
variable, called activity, on the microscopic state of the
particles. According to this theory the overall system is
divided into different subsystems of particles, called func-
tional subsystems. The evolution of a functional subsystem
is depicted by a distribution function over the microscopic
state of the active particles. The equation which models
the evolution is derived by a conservation balance in the
elementary volume of the space of the microscopic states,
where the inlet and outlet flows are determined by inter-
actions among active particles. Interactions modify both
the mechanical state (generally position and velocity) and
the activity; those related to mechanical variables do not
necessarily obey the laws of classical mechanics, consid-
ering that these may turn out to be themselves modified
by what we have called a collective behavior. Interactions
at the microscopic level are modeled by stochastic games
between pairs of active particles that modify their micro-

∗ Corresponding author: e-mail: carlo.bianca@polito.it

c© 2012 NSP
Natural Sciences Publishing Cor.



496 C. Bianca: Modeling Complex Systems by Thermostatted-KTAPMethods

scopic state according to complex rules which attempt to
describe some behavior of the living matter. The interested
reader in a deeper understanding of this theory is referred
to book [6].

The KTAP has been specifically applied for modeling
the immune competition and cancer growth, the formation
of keloid, traffic, crowds, genetic mutations, social sys-
tems, see the review paper [7]. However the kinetic theory
for active particles does not ensure the conservation of the
energy of the system (in contrast to classical kinetic the-
ory) especially if the system is subjected to external fields
at the macroscopic scale. Moreover reaching non equilib-
rium stationary states remain elusive. Recently these issues
have been taken into account in [8–10] for complex sys-
tems composed by a functional subsystem only. The goal
has been obtained modifying the classical framework of
KTAP by introducing a damping term (simulating a Gaus-
sian thermostat [11]) that removes the energy introduced
by the external field during the motion (thermostatted ki-
netic theory for active particles, in brief TKTAP).

The present paper deals with the definition of a new
mathematical framework of the kinetic theory for active
particles for the modeling of complex systems constituted
by different functional subsystems. Specifically, the math-
ematical structure refers to systems where the global acti-
vation energy must be preserved during the motion, e.g., in
the formation and the shape of tumors and for finding new
therapies [12], in the pedestrian movement for improving
the construction of bridges [13], in the formation of school
of fish and swarms of insects [14].

The rest of the paper is organized as follows. After this
introduction, Section 2 reviews the functional subsystems
decomposition of complex systems according to the ki-
netic theory for active particles. The mathematical frame-
work for the modeling of complex systems constrained to
keep constant the activation energy is proposed in Section
3. The existence and uniqueness result of the solution for
the relative Cauchy problem is summarized in Section 4.
Finally the paper outlines some possible future directions
and applications in Section 5.

2. The Functional Subsystems Decomposition

This section is concerned with the various concepts con-
cerning the decomposition of complex systems into func-
tional subsystems and their representation that can be re-
lated to specific applications already available in the litera-
ture, see the review paper [7]. Note that the term functional
subsystem has been used as an alternative to the term mod-
ule of the so-called theory of module by Hartwell [3].

The entities that compose complex systems are called
active particlesdue to their ability to express a certain
strategy, calledactivity, which is heterogeneously distri-
buted, with different intensity, among them. The different
activity expressed by the particles allows to decompose the
overall system intofunctional subsystems, which are a col-
lection of active particles that have the ability to express

collectively the same activity regarded as a scalar variable.
Therefore the whole system is constituted by several inter-
acting functional subsystems.

The decomposition into functional subsystems is a flex-
ible approach to be adapted at each particular investiga-
tion. More precisely, the identification of each functional
subsystem is related to the activity they express as well
as to the specificity of the investigation that is developed.
Namely, given the same system, different decompositions
can be developed. The active particles of the same func-
tional subsystem may, however, differ for specific charac-
teristics. For instance in a multicellular system, cells with a
different genotype may however collectively express, with
other cells, the same function. Moreover, if the subsystems
composing the overall system are linked by networks, the
modeling approach needs treating both interactions among
nodes and those that occur within the nodes. In some cases
nodes of the network may identify different subsystems.
Last but not least, dealing with interactions among subsys-
tems may need, in some cases, use of different scales.

Bearing all above in mind we assume that the com-
plex system is composed byn functional subsystems of ac-
tive particles whose microscopic state includes the activity
variableu belonging to a subsetDu of the real line. The de-
scription of each functional subsystem is delivered by the
probability distribution functionfi(t,u), wheret ∈ [0,T]
with T > 0. The functionfi(t,u)du represents the number
of particles whose state, at timet, is in the elementary vol-
ume[u,u+du] and consequently the local density number
of the ith functional subsystem, withi ∈ {1,2, . . . ,n}, is
defined as follows:

E0[ fi ](t) =
∫

Du

fi(t,u)du.

Moveover, under suitable integrability assumptions on the
distribution functionfi , we can define thepth-order mo-
ment of fi as follows:

Ep[ fi ](t) =

∫

Du

up fi(t,u)du, ∀p∈ N, (1)

and the globalpth-order moment off = { f1, f2 . . . , fn} as
follows:

Ep[f](t) =
n

∑
i=1

∫

Du

up fi(t,u)du=
∫

Du

up f̃ (t,u)du, (2)

where f̃ (t,u) =
n

∑
i=1

fi(t,u).

The physical meaning ofEp[f] depends on the specific
real-world system under consideration. The main interest
is focused on the zero-order (p = 0), first-order (p = 1)
and second-order (p = 2) moments, namely thedensity,
mean activationandactivation energy, that correspond in
mechanics to mass, linear momentum and kinetic energy.

It is worth stressing that a functional subsystem of a
complex system can be itself a complex system and then
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can be decomposed in subsystems. Moreover the link be-
tween a functional subsystem and its activity depends also
on the specific phenomenon that aims at being analyzed.
Therefore, the representation of the system by a distribu-
tion function appears consistent with the real behavior of
the system under consideration.

Finally, the dynamics within each functional subsys-
tem needs to be related to that at the lower scales. This
dynamics can be contrasted or favored by the presence of
external actions either from the environment or therapeu-
tical actions in the case of cancer modeling.

3. Thermostatted-KTAP Framework

This section is concerned with the derivation of a mathe-
matical framework of the kinetic theory for active particles
for complex systems composed byn functional subsys-
tems under the action of a macroscopic fieldF = F(u) =
(F1(u),F2(u), . . . ,Fn(u)), with u∈ Du. The overall system
is constrained to maintain constant the global activation
energy. Interactions among the particles rule the evolu-
tion of the system and modify the microscopic state of
the particles. Specifically we distinguish three differentac-
tive particles: Thecandidate particles, whose microscopic
state a timet is u∗, that interact withfield particles, with
microscopic stateu∗ at the same timet, and acquire, with
a certain probability, the state of the test particles having a
microscopic stateu.

Let fi = fi(t,u) be the distribution function of theith
functional subsystem, fori ∈ {1,2, . . . ,n} andt > 0. The
evolution equation forfi is obtain by balancing in the el-
ementary volume of the phase space the inlet and outlet
flows of test particles. Settingf = { f1, f2, . . . , fn}, the ther-
mostatted KTAP structure thus reads:

∂t fi + ∂u

(
Fi

(
1−u

∫

Du

u f̃ du

)
fi

)
= Ji [f], (3)

with Ji [f](t,u)= Gi [f](t,u)−Li [f](t,u) where the gain term
Gi [f] = Gi [f](t,u) and the loss termLi [f] = Li [f](t,u) of the
test particles can be written as follow:

Gi [f] =
n

∑
j=1

∫

Du×Du

ηi j (u∗,u
∗)Ai j (u∗ → u|u∗) (4)

× fi(t,u∗) f j (t,u
∗)du∗du∗, (5)

and

Li [f] = fi(t,u)
n

∑
j=1

∫

Du

ηi j (u,u∗) f j (t,u
∗)du∗, (6)

whereηi j is the encounter rate between the candidate par-
ticle of the ith functional subsystem and the field particle
of the jth functional subsystem;Ai j is the probability den-
sity that the candidate particle of theith functional subsys-
tem with stateu∗ falls into the stateu after an interaction

with a field particle of thejth functional subsystem. This
density satisfies the following condition:

∫

Du

Ai j (u∗ → u|u∗)du= 1, ∀u∗,u∗ ∈ Du,

that ensures the conservation of the active particles number
during the interactions.

The stationary problem associated with the thermostat-
ted-KTAP framework (3) reads:

∂u

(
Fi(u)

(
1−u

∫

Du

u f̃ (u)du

)
fi(u)

)
= Ji [f](u). (7)

The mathematical framework (3) can be rewritten in
compact way as follows:

∂t f + ∂u (F(1−uE1[f](t)) f) = G[f]−L [f], (8)

where

F = F(u) =




F1(u)
F2(u)

...
Fn(u)


 f = f(t,u) =




f1(t,u)
f2(t,u)

...
fn(t,u)




and

G[f] =




G1[f](t,u)
G2[f](t,u)

...
Gn[f](t,u)


 L [f] =




L1[f](t,u)
L2[f](t,u)

...
Ln[f](t,u)




It is worth stressing that the mathematical framework
(3) constitutes the paradigm for the derivation of specific
models. Therefore a specific model is derived when the
encounter rateηi j , the probability densityAi j and the force
field F are assessed.

4. On the Cauchy Problem

This section deals with the analysis of the Cauchy problem
for the thermostatted-KTAP framework (3).

The analysis of the existence and uniqueness of the so-
lution of the above Cauchy problem is pursued assuming
that the probability densityAi j (u∗ → u|u∗) : Du × Du ×
Du → R

+ is an even nonnegative function onDu = [−a,a]
satisfying the following properties:

∫

Du

Ai j (u∗ → u|u∗)du = 1, ∀u∗,u∗ ∈ Du, (9)
∫

Du

u2
Ai j (u∗ → u|u∗)du = u2

∗, ∀u∗,u∗ ∈ Du. (10)

Moreover the encounter rateηi j (u∗,u∗) and the external
field Fi are assumed as constantsη andF respectively.
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Definition 1.Let Du = [−a,a] be the domain of the activ-
ity variable u, where a> 0. We define the function space
K (Du) of constant density and activation energy vector
functionsf = f(t,u) : [0,∞)×Du → (Rn)+ as follows:

K (Du) := {f(t,u) : E0[f](t) = E2[f](t) = 1} . (11)

Let ΞF[f] be the following operator:

ΞF[f](t,u) = ∂t f(t,u)+F∂u((1−uE0[f](t)) f(t,u)) .

The Cauchy problem for the thermostatted-KTAP frame-
work (3) thus reads:





ΞF[f](t,u) = J[f](t,u),

f(0,u) = f0(u),
(12)

wheref0 ∈ K (Du) is the initial data.

Definition 2.The vector functionf is said to be a mild solu-
tion to the Cauchy problem (12) on the time interval[0,T]
if f(t, ·) ∈ [L1(Du)]

n and f is solution to the integral equa-
tion that is obtained by integration along characteristics.

The notion of mild solutions is weaker than that of strong
solutions in the sense of aC1-function, where all terms
in (12) are assumed be well defined inL1. The following
theorem holds true.

Theorem 1.Let f0 be a given nonnegative function such
thatE0[f0] = 1. Then there exists a unique nonnegativef ∈
C((0,∞);L1(Du))∩K (Du) mild solution to the Cauchy
problem (12).

The proof of Theorem 1 follows by the following lemma.

Lemma 1([8,10]).Let f0 be the nonnegative initial datum
such thatE0[f0] = 1. If there exists a nonnegative solution
f of the Cauchy problem (12) such that

–E0[f](t) = 1,
–f(t,u) = 0 as u∈ ∂Du, for t ≥ 0,

then the first-order momentE1[f](t) is the following func-
tion:

E1[f](t) =
E

+
1 (E−

1 −E
0
1)−E

−
1 (E+

1 −E
0
1)e−

√
η2+4F2

F t

(E−
1 −E

0
1)− (E+

1 −E
0
1)e−

√
η2+4F2

F t

,

where

E
±
1 =

−η ±
√

η2 +4F2

2F
and E

0
1 =

∫

Du

u f̃ 0du.

Remark.As shown in the previous lemma, the time evolu-
tion of E1[f](t) depends on the magnitude of the external
forceF and on the interaction rateη . FurtherE1[f](t) →
E

+
1 , ast → ∞, independently of the initial dataE0

1.

According to Lemma 1, the Cauchy problem (12) can be
rewritten as follows:

∂t f(t,u)+F∂u
(
(1−uE1[f](t))f(t,u)

)
= J[f](t,u), (13)

with f(0,u) = f0(u). Therefore we have:

∂t f +F(1−uE1[f](t))∂uf +(η −FE1[f](t))f = G[f](t,u),

which is a first-order semilinear vector equation that can
be solved by the method of characteristics, see [8].

5. Conclusion and Perspective

This paper dealt with further investigations on the methods
of the kinetic theory for active particles for modeling and
analyzing complex systems in the life and applied sciences
that are decomposed in different functional subsystems.
The dynamics of the system evolves according to a mod-
ified mathematical structure, called thermostatted kinetic
theory for active particles, allowing the presence of exter-
nal fields at the macroscopic scale. For a generic field, we
obtain the existence and uniqueness proof of the solution
which preserves the global activation energy. The analysis
developed in the present paper is of both theoretical and
practical interest.

One interesting future direction would be the extension
of this mathematical framework to open systems subjected
to external actions at the microscopic scale. These actions
take into account the role that the outer environment has
in the whole dynamics. In fact, living systems receive in-
puts from the environment and have the ability to learn
from past experience, in order to adapt themselves to the
changing-in-time external conditions [15]. Perspectivesin-
clude also the introduction of stochastic terms that model
jump processes both in the activity and velocity variable
[16] and the role of the spatial variable. Moreover the proof
of the existence of solutions to the stationary problem (7)
and their convergence to steady state are missing.

It is worth stressing that the mathematical framework
proposed in this paper has been obtained under the hypoth-
esis of linearly additive interactions. In fact, the present
state of the art essentially refers to linearly additive in-
teractions either localized or distributed in space. Never-
theless in some complex systems, especially in the animal
world, the individuals communicate within a fixed number
of them rather that within an interaction domain. More-
over, the strategy expressed by these interactions is non-
linearly additive.

It is worth mentioning that the mathematical structure
proposed in this paper allows to generalize most of the
mathematical models existing in the pertinent literature,
among others [17–21]. Finally the mathematical structure
proposed in this paper can be coupled to mathematical bil-
liard models contained in papers [22,23] with the aim to
derive mathematical models for the movement of cells,
pedestrian and insects.
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