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Abstract: By using the M.I. Vishik's method on the description of sdil@ extensions of a densely defined operator all solvable
extensions of the minimal operator generated by some caendielay differential-operator expression for first ordeithe Hilbert
space of vector-functions at finite interval are descritheder on, the structure of spectrum of these extensiongveged.
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1 Introduction expression is not possible with remarkable coefficient,
then mentioned above methods are not applicable to these

The first work in an area of extension of linear densely problems. On the other hand in noted above works

defined operator in a Hilbert space belongs to J. vonspectral investigations have not been done.

Neumann. In his papef] all the selfadjoint extensions of Note that the general theory of delay differential

the linear densely defined having equal and nonzeregquations is given in many books (for example, sk§ [

deficiency indexes symmetric operator in any Hilbertand [12]). Applications of this theory can be found in

space have been described. But in 1949 and 1952 M.leconomy, biology, control theory, electrodynamics,

Vishik the boundedly (compact, regular and normal) chemistry, ecology, epidemiology, tumor growth, neural

invertible extensions of any unbounded linear operator innetworks and etc. ( se&3,14,15).

a Hilbert space have been established in wo®§sahd Let's remember that an operatér D(S) c H — H

[3]. These results by M.O.Otelbayev, B. Kokebaev andin Hilbert spaceH is called solvable, iSis one-to-one,

A.N. Shynybekov have been generalized to the nonlineagD(S)=H andS ! € L(H).

operators and complete additive Hausdorff topological ~ The main goal of this work is to describe all solvable

spaces in abstract terms in wokk$,6,7]. A.A.Dezin [8]  extensions of the minimal operator generated by some

give a general methods for the description of regulardelay differential expression for first order with operator

extensions for some classes of linear differential opesato coefficients in the Hilbert space of vector-functions at

in the Hilbert space of vector-functions at finite interval.  finite interval and investigate the structure of spectrum
In 1985 by N.I. Pivtorak 9] and Z.l.Ismailov L0] all  these extensions. Lastly, some applications will be given.

solvable extensions of a minimal operator generated by

linear parabolic and hyperbolic type differential

expressions for first order with selfadjoint operator 2 Description of Solvable Extensions

coefficient in the Hilbert space of vector-functions at

finite interval in terms of boundary values were given, In the Hilbert spacelL?(H,(0,1)) of vector-functions

respectively. consider the following linear delay differential-openato
In the studies discussed above the coefficients ofexpression for first order in the form

differential expressions have been taken for special N

classes of operators in corresponding functional space. _ ! . :

Unfortunately, representation of delay type differential "W K 1aku (Bk(t))+ZlAJ (Huly ), @)

3
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where:

Consequently, P, € L(L%(H,(0,1))) and

(1) H is a separable Hilbert space with inner producth(pH < /[[(@=1)]|». Note that in terms of the operator

(-, )nandnorm|  |4; ace C,k=1,2,.
(2) operator-functior;(-) : [0,1] — L(H), j = 1 2,...,n
is continuous on the uniformly operator topology;

(3) For k =1,2....m p : 01 — [0, and
j=1,2,...,n, ¥ :(0,1] — [0,1] are invertible. Moreover,
let us

Bka (Bk_l)/v Yi> (yj_l)/ € C[Ov 1]

Firstly will be considered the following differential
expression

m(u) = u'(t) )

inL2(H,(0,1)).
It is clear that formally adjoint expression oR)(in
L?(H,(0,1)) is in form

m(v) = —V(t) 3)

On the dense in?(H,(0,1)) linear manifold of vector-

functionsDy :

Dy = {ueLZ(H,(O 1

u(t) = > ow()fk,
&1
¢r € Co (0, ,n,neN}

define a operatdvl] as:

1), fce H,k=1,2,...

Mgu = m(u), u € Dy

By standard method the minimdo(Mg ) and maximal
M(MT) operators corresponding to differential
expression2) ((3)) in L>(H,(0,1)) can be defined. For
any skaler function¢ : [0,1] — [0,1] now define an
operatorPy in L2(H, (0,1)) in form

Ppu(t) = u(¢(1)), ue L*(H,(0,1))

If a function¢ € C1[0,1] and¢’(t) > O fort € [0,1], then
foranyu € L2(H, (0,1)), it is obtained that

1
[ Iu@ie
0

2
HP¢UHL2(H,(0,1))

é(1)
= [ U@ ()87 (9ax
$(0)
< /||u 1! (x)]dx
<

<167l / UG
0

1) leolu®

Py the d|fferent|al expressiolf - ) can be written in form

3

n

(akPg U’ (1) + 3 Aj(t)R,u(t)

1 =1

I(u) =

k

On the other hand consider the following equation for any

f € L2(H,(0,1))

Ppu(t) = f(t),
i.e.
u(e(t)) = f(t)

From this it is obtained that

-1 H
0= {1050 548
and
Uz 0y = [ 1T@ 200l Rax
¢((0.1))
¢ (1)
S BGIEEGE
$-%0)
ot
<19e| [ TR
$-0)
< 10112102
Hence

B “t),if ot 0,1]),
GRS RPNt 1

uel?(H,(0,1)), Pyt eL(L?(H,(0,1))) and

1(0)lles

The differential expressidit - ) can be written in the form

H(u) = P(B)U'(t) + P(A y)u(t),

1Pyl <

whereP(B) = E ayPg, and
k=1

Ay) = ZlAJ (HPy,
J:

Before of all prove the following assertion.
Lemma 2.1. If for someq=1,2,...,m, aq # 0 satisfied

the condition

m

2

k=1
kA

2L (184l (B Y1) < 2
q
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then the operatoP(B) : L2(H,(0,1)) — L?(H,(0,1)) is
solvable.
Proof. Indeed, in this case farg # 0

m
ak 1
P(B) = aqPy, E+kz o i P
—1
k2

On the other hand, since

> Sirptea < 5 | Imsies
k=1 9a Pa B = k=11 da Fa e
k#q k#q

m

=3
k=1
k#q

then by the important theorem on invertibility of operator
theory it is implied that the operat®(f) is boundedly
invertible.[.

m
Along of this paper it has been assumed tiyatay|? > 0.
k=1

1Bl (B Y10 < 1.

Qg
Uq

Hence now differential expressiof- ) can be written in
form again

() =P(Bk(),
where, k() = % + PAB,y) and
P(A;B.y) = PH(B)P(Ay).
In this situation the operator

P(A;B,y) : L?(H,(0,1)) — L%(H,(0,1)) is a linear
bounded operator. Throughout this work the following
operators

Ko := Mo+ P(A;B,Y),Lo := P(B)Ko,

Ko(Lo) :v‘\’/i (H,(0,1)) C L3(H,(0,1)) — L2(H, (0,1))
and
K:=M+P(A B,y),L:=P(B)K,
K(L) : W& (H, (0,1)) ¢ L2(H,(0,1)) — L?(H,(0,1))

will be called the minimal and maximal operators
corresponding to differential expressi& - )(I( - )) in
L?(H,(0,1)), respectively.

Now let U(t,s),t,s € [0,1], be a family of evolution

Lo = P(B)Ko, L=P(B)K, L=P(B)K

In addition, if M is solvable extension of\Mg in
L?(H,(0,1)), then an extensiob of minimal operatoto
is solvable extension ib?(H, (0,1)) and vice versa.

From this claim it is obtained that iM any solvable
extension of the minimal operatdvly in L2(H,(0,1)),
then an operator

L=P(B)(UMU™Y)
is the solvable extension &f and contrary. In this case
M=U"PYB)L)U

The validity of following claim is clear.
Lemma 2.3. KerLo = {0} andR(Lo) # L?(H, (0,1)).
Using the M.1.Vishik’s result in the theory of extension

[3] and similarly to the works 10}, [17] the following
assertion can be easy to proved.

Theorem 2.4. Each solvable extensidn of the minimal
operator Lo in L?(H,(0,1)) is generated by the
differential-operator expression 1)( and boundary
condition

(K +E)u(0) = KU (0, 1)u(1), (4)

whereK € L(H) andE : H — H is identity operator. The
operatoiK is determined by the extensi@nuniquely, i.e.

L = Lk.

On the contrary, the restriction of the maximal operator
to the linear manifold of vector-functions satisfy the
condition @) for some bounded operatér € L(H) is a
solvable extension of the minimal operatdyp in
L%(H.(0,1)).

Corollary 2.5. If L = Lk is a solvable extension dfy,
then

L (t) = exp(~P(AB,y))KU(0,1)
1 1
< ([ ep(— [ PABYIAOP (B (9d9

t t
+ [ em= [ PB.ydOP(B) (s
Corollary26.1f m=1 B1=06,0<pB<1l, n=1y=

operators corresponding to homogeneous differential, 0 < y < 1, B/y < 1, Ai(t) = A and for any

equation

{Ut(t,

The following assertion is true (seéq]).

Lemma 2.2. If M, K and L are some extensions of
minimal operatorsMy, Ko and Lo in L%(H,(0,1))
respectively, then

S)f+PAB.YU(t,s)f =0,t,;s€0,1]
U(ss)f =1f,feH

U 1KoU =Mo, Mo CUKU =M c M, UKU = M,

ueWZ(H,(0,1))
(Au)(yt) = Au(wt),

then all solvable extension of the minimal operdtgrare
generated by following differential expression

|(u) = U/ (Bt) + At)u(y)

and condition

(K+E)u(0) = Kexp(AP(y/B))u(1),
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(K+E)u(0) =K (i()/:_:u ((%)n))

Proof. Consider a problem to the spectrum for a solvable
extensionLk of the minimal operatoty generated by
pantograph type delay differential-operator expression
(5), that s,

Corollary 2.7. All solvable extensions of the minimal

operator Ly generated by following pantograph type

differential expression for first order

I(u) = U'(Bt) + u(yat) +u(yat)

i Yo

0<B<10<y, <l =<1 E

are described by condition

. (P)+r(t))

B

<1inL?(H,(0,1))

(K +E)u(0) = K 20

n!

whereK € L(H).

3 Spectrum of Solvable Extensions

In this section the structure of spectrum of solvable
extensions of the minimal operatdp in L2(H,(0,1))

will be investigated. Here for the simplicity of the
the following

explanation it will be considered
differential-operator expression in form

() = u'(B(1) + Au(¥(1))

with conditions in sec.2 (see p.2).
Firstly, prove the following assertion.

Lemma3.1. For f € H andA € C itis true
exp(A PB)f =exp(A)f

Proof. Indeed, in this case

> (APg)"

exp()\PB)f:nZO m f, feH.

On the other hand, since for any=1,2, ...

(Pg)"f =1,
then
-3 )‘nf— AMf
eP(ARy)f = 5 T =ep(d)
0.

Now can be proved the proposition on the spectrum of

solvable extension dfp.

Licu= Pgu'(t) + A(t)Pu(t) = Au(t) + f(t),

(K+E)u(0) = KU (0,1)u(1), A € C, f € L?(H,(0,1))
This problem is equivalent to following problem
U'(t) = (AP = P AR )u(t) + Py (1),
{ (K+E)u(0) =KU(0,1)u(1)

It is evident that

+ /e><p()\PB‘1(t—s))U(t,s)PL;lf(s)ds, fo e H

On the other hand from boundary condition we have
(K+E)fo = KU (0, 1){exp(APz H)U(1,0)fo

+ / ep(AP; (1)U (1,9P; 1 (5)ds}
0

From this

(5)
(K(E—exp(AP; 1) + E)fo

jlexp()\P 1(1 9)U(L,5)P;  f(s)ds
0

By Lemma 3.1t is clear that
o (APZL)N
~1ye B
EXp()\Pﬁ )fo—n; ni f()
<] )\n B
= Z}F(Pp l)nfO
[e9] )\n
2w
= exp(A)fo
Consequently,
(K (11 exp;( ))+E)fo
f[ex P([(APg*—Py A(x)Pa)dx)} Py f(s)ds,
0 s
€H, f €L?(H,(0,2))

fo

Theorem 3.2. If Lk is a solvable extension of the minimal

operatorl in the space.?(H,(0,1)), then spectrum of

Lk isin form

p+1

o(lk) ={AeC:A=In|— |+|arg(

peaK)\{0,-1},neZ}

If Am = 2mrm, m € Z, then from last equation the
unknown elementfy can be found uniquely and the
resolvent operatotk for such Ay, me Z is bounded

1) + 2nri, L?(H,(0,1)). Now assume tha®m # 2mr, m€ Z. Then

from last equation
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(K— (/\1 1)f Example 4.2. Now consider to solvability of problem in a
=P 1 form
T 1-exp(h) / eXp(AP; (1 -9))U (1, 9)P; " (s)ds, y (t) = ay(t) + by(at) + f(t), 0<t <1,
o y(0)=vy0, 0<g< 1

foeH,f €L?(H,(0,1))
Changing the unknown functioyit) by
Therefore, in order toA € o(Lk) if and only if

IJ:

1 . . ut)=yt)—vyo, 0<t<1
o)1 € o(K). In this case sinc@ ¢ {0, —1},
then expA ) = “TH, p e oa(K).

the last boundary value problem can be written in a form

/ _
Hence {u (t)= (aE—f—quleEI(()t))i—(()ayo—i— byo + f(t)),
An=In|E |+|arq )+2nm', nez. The solution of last Cauchy problem can be analytically
written in form
0. .

u(t) = /U(t,s)(f(s)+ayo+byo)ds,
0

4 Applications

that s,
Example 4.1. Consider the following boundary value
problems for the pantograph type delay differential
equation y(t) :YO+/U(tas)(f(5)+ay0+bYO)dS
0

{ U'(x) =a(u(gx), 0 <x<T,
u(

_ 1 Another approach to solve this problem has been applied
0)=up, 0<q<1 aeC0,T] in [19] and 20].
In order to solve this problem change the unknown Example 4.3. Now consider boundary value problemin a

functionu(t) by form
y(X) =u(X) —ug, 0<t<T v(l-t)= () (at)+b(t), 0<t <1,
u(0)=up, acC[0,1], 0<a <1
Hence the considered problem is transforms the following ) . )
problem It is clear that this problem is equivalent to next Cauchy

problem
ax X), <T,
y(0) =0 {m—t) —a(t)y(at) = b(t) +a(t)uo,
y(0) = 0, wherey(t) = u(t) — Uo,

that is .
that is,

{ Y (t) + (—Py tat)P)y(t) = Py H(b(t) +a(t)uo),
y(0) =0, wherePyy(t) = y(1-t), Pay(t) = y(at)

From this it is obtained that

{Y (X) —a(X)y(x) = a(x)up, 0 <X < T,
y(0)=0

The last problem can be written in a form

{ Iy) =Yy (x) - g(X)yéX) —a(x)uo, ¢
y(0) = mU:i/ua§XM1—S%+dl—sw@d&+m
Then solution of the above Cauchy problem by Corollary 0

2.5 can be analytically expressed in the following form
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