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Abstract: In this paper, the improved noise tracking algorithm forexgeenhancement is proposed. This method is used to detect
the speech presence probability based on chi square distnbDuring speech presence period, the time varying s factor is
adjusted. In addition, the estimated noise variance igsa@ly smoothed then averaged for various noises. Thisgzed method can
track the noise signal with different input SNR (0dB and 5tRls. The performance of the proposed and the existingadstare
evaluated by various noise conditions. From these evaluatllts, it is observed that the proposed method reduegseitiormance
measures as 6% - 58% of MSE and 3% - 97% of LogErr as comparéatof the various existing algorithms under various noise
conditions with optimal smoothing factoog, = 0.97 anday = 0.7. When this is integrated into the speech enhancementpioves

the speech signal quality and intelligibility with less epk distortion and residual noise.

Keywords: speech enhancement, noise tracking, noise variance tsgistartion, residual noise, speech quality, intellitiiii

1 Introduction Martin (2001) proposed an algorithm for tracking the
noise based on Minimum Statistics (MS2Z. This
Major challenging problem in the speech processingmethod failed when the noise signal level is higher than
applications like mobile phones, hands-free phones, cathe clean speech signal. Cohen (2002) proposed a Minima
communication, teleconference systems, hearing aidscontrolled Recursive Averaging (MCRA) in which the
voice coders, automatic speech recognition and forensicgoise is estimated by averaging the past power spectrum
etc., is to eliminate the background noise. SpeecHpased on smoothing parametek8[19,20,21]. In this
enhancement algorithms are widely used for thesecase, there is no hard decision about the speech presence
applications in order to remove the noise from degradecprobability. In addition, the noise estimation is
speech in the noisy environment. Hence, the conventionatontinuously updated during speech absence period. This
noise reduction methods introduce more residual noisdype of noise estimator is computationally efficient and
and speech distortion. So, it has been found that the noiseobust with respect to SNR. Cohen (2003) further
reduction process is more effective to improve the speecfimproved the MCRA method based on speech presence
quality but it affects the intelligibility of the clean spee  probability estimation which is called as Improved
signal. Minima Controlled Recursive Averaging (IMCRA)
The noise estimation method plays the major role inmethod [L5,16]. In this method, smoothing and minimum
speech enhancement. For stationary noise conditions, th&acking is carried out in the two iterations. In order to
noise statistic is estimated by averaging the noisyreduce the speech leakage, it requires a large window
spectrum, which is detected during the silence period. Insequences for minimum tracking which limits the ability
non-stationary noise conditions, the noise spectrunto track the sudden rise in the noise level.
should vary rapidly over time. The estimated noise  Rangachari (2006) et al. introduced an algorithm
spectrum is updated by the use of voice activity detectomwhich estimates the noise using time-frequency
(VAD). In this, it is very difficult to decide whether the smoothing factors computed based on speech presence
speech is present or absent. Due to sudden rise in thprobability [12,13,14,17]. The computed local minimum
noise power, it may be misinterpreted as speech presems independent to window length, which improves the
period. tracking speed when rapid variations in the noise signal.
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Erkelens (2008) et al. proposed the Minimum Mean The noise spectral variance is

Square Error (MMSE) based noise estimation methodAp = E(|N(A,k)|?) = E(D?) and the speech spectral

which reduces the speech leakage and allows for fastevariance isAx = E(|X(A,k)|?) = E(A?). The prior SNR

tracking as comparison with the MS based algorithths [ and the posterior SNR are defined as,

5,6,10,11]. This requires a hard decision about speech R

presence probability and bias compensation in order to EAK) = M7 Z(AK) = (A,K)

improve the maximum likelihood. Ap(A,K) Ab(A,K)
Timo Gerkmann (2011) et al. introduced noise respectively.

estimator which replaces the VAD by soft Speec

Presence Probability (SPP) based on the Gaussian

distribution [1,2,3,8,9] which ish cor?]putationﬁlly gmd 3 Speech Presence Probability (SPP) based

memory wise more efficient. In this, the speech and noiseg, . ; ;

spectral coefficients are Gaussian distributed in which it ieNmse Estimation Method [8]

symmetric with respect to the mean value. This |, this method the hard decision with VAD is replaced
introduces the speech leakage because of non stationafyith soft decision by means of speech presence
noise conditions. probability. For MMSE estimator, the noise periodogram

In this paper, the noise estimation algorithm by Speecmnder speech presence period is given by,
presence probability based on chi square distribution is

proposed. This distribution provides the goodness to fit ofE (|N[?|Y) = P(Ho|Y)E(|N|?|Y,Ho) +P(H1|Y)E(|N|?|Y,Hy)
an original and the estimated noise signal. This paper is (4)
organized as follows. Section 2 introduces the signawhere,Ho indicates the speech absence period &hd
modeling and Section 3 provides some of the existingindicates the speech presence period.

noise tracking algorithms. The proposed noise tracking Both real and imaginary parts of the speech and noise
algorithm is described in Section 4. Section 5 presents thepectral coefficients are Gaussian distributed. Based on
performance evaluation of the existing and proposedBayes theorem, assumB(Hpg) = P(Hp) for uniform
algorithms and Section 6 provides conclusions. priors. The probability of speech presence is,

2
P(H1|Y) = (1—|— (1+ Eom).@(p(—%lioi?

2 Signal Modeling IN =7 Sopt
where, @2 is the noise variance estimate of the previous

It is considered that the noisy signal is a bandlimited andframe. Similarly, fixed optimal a priori SNR is selected

sampled speech signal which is the sum of a clean speectOlog4(éopt) = 15dB in order to minimize the total

signals(i) and a disturbing noisa(i), y(i) = x(i) + n(i) probability error when the true a priori SNR lies between

wherei denotes the sampling time index. Assume that—o and 20 dB.

noisy speech is statistically independent and zero mean. 1o derive the posterior SNR= g in terms of&opx

By window technique, the noisy signal is converted L N

into frames ofL consecutive samples and then FFT is andP(H.[Y) is given by,

computed on windowed data. Before the next FFT 14 &opt (14 &opt)

computation the window is shifted bl samples. This Y= |09<P(H |Y)1—1) z

sliding window FFT of the signal can be written as, ! ont

®3)

)Nt (5)

(6)

If 10log;o(éopt) = 15dB, then posterior SNR satisfies
L1 o ok y > 1. From this, it can be concluded that the speech
Y(A,K) = _Z}y(’\RH)h(')e : (1) presence only wheR(H:|Y) is adequately large. Under
= speech absence, noisy power equals to the noise power.
where ) is the sub sampled time indekis the frequency Spectral noise power is underestimated only when

bin index,k € {0,1,...,L— 1} and the normalized center P(Hy|Y) = 1 and|Y|?is smaller than the true noise power.
P o1k Noise power may not be updated and remains

frequencyQ is given byQy = - , underestimated. To overcome this, recursively smoothing
The additive-noise signal model of the form is, the speech presence probability by

Y(A,K) =X(A,k)+N(A,k) ) P(1) =0.9P(1 — 1) + 0.1+ P(Hy|Y(I)) 7)

where, Y(A,k), X(A,k) and N(A,k) are the short-time If P(l) is larger than a threshold, then force the current
DFT coefficients obtained at frequency indksn each  estimateP(Hi[Y) to be smaller than 1 as,

signal frameA from the noisy speech, clean speech and . =

noise signal respectively. The noisy amplitud®is- |Y|, P(H1Y (1)) « min(0.99,P(H1|Y(1))), P(l) > 0.99
the speech spectral amplitude As= |X| and the noise P(H1[Y (1)), else
amplitude isD = |N]|. (8)
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This step fits well and it is more memory efficient than the For each frame, this testing is carried outifis accepted

safety net. which indicates the presence of the speech signal. During
The noise periodogram estimate is updated by, this period, the noise signal is estimated by updating the
- speech presence probabilit]. It is updated with a first
IN|Z=E(IN]’|Y) = P(HolY)|Y[*+P(H1]Y)Gg  (9)  order recursion, which depends on smoothing faator

where, P(HolY) = 1— P(H1]Y) and oy, is the spectral
noise power estimated in the previous frame. Then the
noise power estimation by temporal smoothing is given

P(A,K) = app(A —L,k)+ (1—ap)l(A,k) (15)

by, o The time-frequency smoothing parameteg(A,Kk)
054(1) = ao?(l —1)+ (1—a)|N()? (10)  depends on the speech presence probability estimate
Assume smoothing factora = 0.8 for this noise P(A,k) and smoothing factarg,
estimation.
as(A,K) = ag + (1—aq)p(A, k) (16)
4 Proposed Method Based on Chi Square where,aq lies between 0 to 1gs depends on both, and
Distribution ag Which always lies betweeay to 1. When the speech

presence probability estimafeis near to 1as is reduced
In proposed method, noise is estimated based on chio 1 and then the noise estimate should be kept close to its
square distribution. This provides the best fit between theprevious value. This prevents the speech power to leak into
distribution of noisy speech and the estimated noise fronthe noise variance estimate. Noise variance update is faste
previous frame. If long frames are used, this distributionwhen the speech presence probability estimate is lower. To
converges to a Gaussian distribution. Whenever the noisevoid speech leakage, an accurate estima@(dfk) is
only frame is found, the noise power is updated. Theneeded. In this method, the minimum value of a smoothed

noise is updated based on following two hypotheses, power spectrum of the noisy signal is controlled by the
) estimate ofp(A, k) [17].

Null hypotheses, HO : noise only frame i i . i

Alternate Hypotheses, H1 : noisy frame The noise variance estimatdp is obtained by

recursively smoothing the noisy power with
The spectral components of the noisy speech argime-frequency smoothing factor and it is given by,

obtained by computing the Short Time Fourier Transform

(STFT) of the Hanning windowed sequence. These— —

spectral components of the current frame are considere p(A,K) = as(A,K)Ao(A — 1K)+ (1 as(A, k) RE(A . k)

as an observation sequence for the chi square statistic ar;&i . . . . . (17)

the estimated noise variance of the previous frame a veraging the neighboring bins gives the strong

estimated sequence. Each frame consistd éfequency ;:orrelatlonb_of tpe spee<t:_h ?resence_”l]n nelghbodrlng
bins and these sequences are described as follows, requency bins of consecutive ram.ds.'I.. € propose
noise tracking algorithm is summarized in Algorithm 1.

on] (11) Algorithm 1 Proposed Noise tracking Algorithm
’ 1: for all frame indexA and frequency bin
indexk do, (Assume Frame siz&| = 64)
2: Compute Chi square statistic
(12) 2 N (o—e0?
NS =3iti 4 .
Compare the computed value with the threshold

O=[04,02,...,0k,...

E: [e17e27"'7eK7"'7a\1]
Then the chi square test is applied for these frequency bins ;.

and the chi square statistic is given by, value agN — 1) freedom from chi square table
N ) if (NS > threshold
NS — (ox — &) (13) [(Ak)=1 — acceptH,
i; e else
- I(A,k)=0 — acceptHp
The calculated statistic value is compared with the end

From the evaluation, the optimal values for
smoothing factors are found ag = 0.97 and
ag = 0.7. Update speech presence probability,

threshold value which is obtained by chi square tables 4
with (N — 1) degrees of freedom. The hypotheses are

tested by, P(A,K) = apP(A — 1K) + (1— ap)l (A, k)

. 5: Recursively smoothening the time-frequency
if (NS* > threshold smoothing factor,

I(A,k) =1 — accepH; as(A,K) = ag+ (1— ag)p(A k)
else (14) 6: Estimate the noise variance,

1(A,k)=0 — accepHo Ap(A,K) = as(A, kAo (A — 1K)+ (1— as(A,k)RE(A,K)
end 7: end for
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5 Performance Evaluation input SNR of 5 dB. From these results, it is observed that
the performance measures MSE and LogErr are decreased

In this section, the performance of the proposed noiseby varying the smoothing factary, from 0.1 to 0.97 then

tracking algorithm is compared with IMCRA, MMSE and  starts increasing from 0.97 onwards.

MMSE with SPP methods. For the evaluation, the input  Erom these evaluated results, it is considered that the

noisy signal is taken from NOIZEUS database for variousq)ye 0.97 is found as the optimal value for the smoothing

noise environments such as: airport, car, babblefactorap. In addition, it is observed that the performance
exhibition, restaurant, street, station and train noiséls W ,easures MSE and LogErr is decreased by varying the
0dBand 5 dB. smoothing factooy from 0.1 to 0.7 then starts increasing
from 0.7 onwards. It is observed from the results that the
] optimal value for the smoothing factoy, is found as 0.7.
5.1 Evaluation of Mean Square Error (MSE) These optimal values are used to compute the
) _ time-frequency smoothing factor for the proposed noise
The relative mean squared error between the true noisgacking algorithm. MSE values for 0 db and 5 dB levels
spectrum and the estimated noise spectrum is computegf various noises are determined for the existing and
as follows, proposed methods. These evaluation methods results are
M-S (A K) — G2 (A K2 shown in Fig.2.
Z AUCIGE 2_ b(A.K)] (18) From these results, it is observed that the IMCRA
=0 Yk 05(A.K) method produces larger MSE for all the noises. This
_ indicates that, if there are rapid changes in the noise level
where,Ap(A k) is the estimated noise varianagg(A,k)  then the IMCRA method fails to track the noise level
is the true noise power arid is the number of frames in  which causes the speech distortion and residual noise.
the noisy speech signal. The performance of the MMSE method slightly improved
as compared to IMCRA method. In MMSE with SPP
method, noise tracking level is improved in the
5.2 Evaluation of Log Error considerable level as compared to IMCRA and MMSE
method. But, still it produces the musical noise. For
Another performance measure is the LogErr distortionvarious noises, the proposed method reduces the mean
measure. In this, the estimated noise signal is comparedquare error as compared to all the existing methods
with the original noise include two terms as, method and also provides better tracking. The LogErr is
calculated for existing and proposed algorithms with 0 dB
LogErr = LogErrOver +LogErrUnder  (19)  and 5 dB levels of the various noises and the evaluation

where, the term LogErrOver is used to measure thereSUItS are shown in Fig.
! g It can be revealed that, the IMCRA, MMSE and

;gntnbutlons of an overestimation of the true noise poweervISE with Speech Presence Probability (SPP) methods
' produce higher LogErr measures. The proposed noise
1 L=IN-1 a,ﬁ () estimator is compared with the other existing approaches
LogErrOver:—zo Z)|min 0,1010g | = | which produced less LogErr (in dB). From these
NL & & k() evaluated results, it is observed that the proposed method
_ _ (20)  reduces the speech distortion and residual noise. In
while, the term LogErrUnder is used to measure theaddition, it improves the speech signal quality and
contributions of an underestimation of the true noisejntelligibility for 0 dB and 5 dB levels of stationary and

MSE =

1
M

power as, non stationary noisy environments.
1 L-IN-1 0 For various noises, Table shows the comparison of
LogErrUnder = — max| 0,10log,, ’;vk the performance measures MSE and LogErr in dB for
NL % k;) [0 IMCRA, MMSE, MMSE with SPP algorithms and

(22) proposed noise tracking algorithm for various noises with
The value of the LogErrOver term indicates the attenuationdifferent input SNR (0dB and 5dB) levels. From these
of a speech signal which produces the speech distortiortabulated results, it is observed that the proposed method
Other term, LogErrUnder indicates the noise signal thatreduces the MSE as 51% - 58%, 50% - 58% and 6% -
is not attenuated in the enhanced signal which results i51% as compared to IMCRA, MMSE and MMSE with
residual noise. SPP methods respectively. In addition, this reduces the
The time-frequency smoothing factor in the proposedLogErr as 45% - 97%, 5% - 98% and 3% - 92% as
method depends on the two smoothing factors naragly compared to that of the various existing methods. This
anday. Fig. 1 shows the MSE and LogErr (in dB) for the evaluated result indicates that the proposed method
various values (0.1 to 0.99) af,, aq for the proposed introduces less speech distortion and residual noise for
noise tracking algorithm under car and train noises withthe stationary and non stationary noise conditions. In
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Fig. 1: (a to d) MSE and LogErr (in dB) for the various values (0.1 t89).of Smoothing factorstp, ag for the Proposed Noise
Tracking Algorithm for car and train noises with input SNR5afB

Table 1: Comparison of MSE and LogErr values for various noises by RACMMSE, MMSE with SPP algorithms and Proposed

Noise Tracking Algorithm
Noise Type IMCRA Method MM SE Method MM SE-SPP Proposed M ethod
Method
NoiseName | dB MSE LogErr MSE LogErr MSE LogErr MSE LogErr
Leve | (* e05) indB (* e-05) indB (* e-05) indB (* e-05) indB
Airport 0 4.4275 | 0.3400 | 4.4284 | 0.2823 | 3.113 | 0.2772 | 2.0181 | 0.1876
5 4.4273 | 0.7595 | 4.4293 | 1.9657 | 3.1647 | 0.1622 | 2.0560 | 0.1441
Babble 0 4.4275 | 1.2045 | 4.4278 | 0.8726 | 3.0799 | 0.2268 | 2.0412 | 0.1805
5 4.4295 | 1.8283 | 4.4296 | 0.7401 | 4.2272 | 0.4315 | 2.1860 | 0.1387
Car 0 4.4136 | 4.7526 | 4.4191 | 4.0526 | 2.1704 | 0.3162 | 1.8577 | 0.1269
5 4.4162 | 1.0715 | 4.4213 | 1.1805 | 2.0380 | 0.1625 | 1.6147 | 0.1444
Exhibition 0 4.3902 | 2.3011 | 4.4058 | 2.0508 | 2.8052 | 1.1405 | 1.8637 | 0.2745
5 4.4295 | 0.7552 | 4.4298 | 3.3556 | 4.3919 | 0.9876 | 2.1704 | 0.1089
Restaurant 0 4.4297 | 2.2203 | 4.4316 | 3.0219 | 3.6033 | 0.2577 | 2.1063 | 0.0522
5 4.4292 | 1.8904 | 4.4295 | 1.5121 | 3.9028 | 1.2137 | 2.0567 | 0.1156
Station 0 4.4221 | 0.5357 | 4.4229 | 0.2530 | 3.8497 | 0.4419 | 2.0915 | 0.2048
5 4.4200 | 1.7940 | 4.4229 | 0.2275 | 2.1408 | 0.2242 | 2.0027 | 0.2165
Street 0 4.4108 | 1.8726 | 4.4160 | 2.2169 | 2.8047 | 0.5974 | 1.9434 | 0.1935
5 4.4299 | 3.6510 | 4.4309 | 5.8001 | 3.9706 | 1.5994 | 2.1625 | 0.1214
Train 0 4.4268 | 6.3458 | 4.4259 | 4.7428 | 3.2871 | 0.4146 | 1.9778 | 0.2692
5 4.4449 | 4.1614 | 4.4363 | 3.4045 | 3.8584 | 1.3189 | 1.9094 | 0.1175

addition, it provides better noise tracking for various period is identified in the noisy frame. During this period,

noises with different input SNR levels.

6 Conclusions

the speech presence probability, smoothing factor and the
estimate of noise variance are recursively smoothed then
averaged. In this paper, the proposed and exiting
algorithms are tested under airport, babble, station,
exhibition, restaurant, car, street and train noises with

In this paper, the improved noise tracking algorithm is different input SNR levels (0 dB and 5 dB) for the

presented for estimating the noise.

Based on the choptimal smoothing factore, = 0.97 andagy = 0.7. From

square statistic, the probability of the speech presence
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