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Abstract: In this paper we have suggested some median based estinmeatisence of the auxiliary information in stratified random
sampling. Expressions for the bias and mean square errateaired for the proposed estimators and comparison is métiettve
existing estimators. An empirical study is conducted tceobes the efficiency of estimators.
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1 Introduction

Consider a large population and draw a lage sample ofsizendomly, now consider it a complete finite population

L
havingN units divided intaL strata withhth stratum such thaty N, = N. We draw a sample of sizg, from each stratum
h=1

L

such thaty np = n. Letyy; andxy be theith units in thehth stratum of the study variablg) and the auxiliary variable
h=1

(x) respectively.

— Nh _ Nh
LetYy = Nih iglyhi andXy = Nih iglxhi be the stratum means corresponding tndx respectively.

L L
Letys = ¥ Whyh andXg = ¥ WX, be the combined means pandx respectivelyW, is the known stratum weight and
h=1 h=1

Np Ny
— 1 —_ 1
Yh= 7 iZIYhi andx, = - izlxhi-

Nn — Nh _
Let SR, = ﬁ igl()/hi ~Yn)?2 and<S, = ﬁ_l igl(xhi — Xn)? be the variances ofandx in thehth stratum respectively and

N —
Shyx = ﬁ_l _Ehl()’hi —Yh) (X — Xn) be the covariance betwegrandx in thehth stratum.
&

In absence of the auxiliary variable, the variancggfis given by

L
V(i) = 3 WEAS, (1)
h=1
wherel,, = (n—lh - Nih)
Let
B L I
Ve =Y Whyh = Y(1+ &) and xg= S Whxp=X(1+¢)

h=1

=,
||
far
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such that

L 2 L
E(eo) =E(e1) =0, E(&)=Y WﬁAh% =Vao,  E(€) = Y WiAny% =Voz,
h=1

L L
Shyx E
and  E(eper) = Y WA= =Vi1,  where  Vis= Y WA,
h; YX th

Ratio estimator is widely used when correlation betweersthdy and the auxiliary variables is positive. The cladsica
ratio estimator suggested bij[ under stratified sampling is given by

AL @)

whereX is the known population mean gf _
To first order of approximation, bias and MSE¥g, are given by

a

B(Yre) 22 Y [Vo2 — Vi), ©)
and
MSE (Yag) = Y2 Voo + Vo2 — 2V41). (4)
The usual combined regression estimator, is given by
Virs = Va + b (X = %), (5)

whereby is the sample regression coefficient across the strata.
The MSE ofY,,q, is given by

MSE (Yirg) = Vao(1— p3), (6)

Vi1

wherepg = is the population correlation coefficient across the strata
[2] estimator in stratified sampling, is given by

- _ X — Xg
YeTet = YSteXp(m) (7)
The bias and MSE d?BTg, to first order of approximation, is given by
- o3 1
B(Yers) =Y [éVoz - §V11] (8)
and
vi ~ 2 1
MSE (Yers) = Y“ | Voo + ZVOZ_Vll - 9
[3] estimator in stratified sampling, is given by
Yraost = ka¥a + ko(X — %), (10)
wherek; andk; are constants.
The MSE ofYraog, at optimum values df; andk; i.e.
1 V11Ry
k = and k =
HOP) T 1 Vag(1 - 3) 2lop)

Vo2 [1+Vao(1-p3)]
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whereR; = ;: is given by

a Y_2V20 (1 — p§)
MSE(Y; S S Y 11
( Raost) 1+V20(1—p§) ( )
[4] defined the following estimator, under stratified sampiirig, given by
Yoxs = [KaVa + Ka(X — Xg )] x X% (12)
GKgt = |K3Yst s p Xtxg)’
whereks andk, are constants.
The bias and MSE 0ofgk g, to first order of approximation are given
~ T 3, - 1 - 1 -
B(Yoks) = Y(ks—1) + ghaY + 5KaX | Voo — SkaYVay, (13)
and
_ V% Vi
N Y2l (1 — p2 Y2V02 Voo (1 — ,D&) + =22
MSE (Yoks) = 20(1-p3) [ : } (14)

1+Voo(1—pF)  16[1+Vao(1—p3)]

2 Proposed estimators in stratified sampling
On the lines of 2], we propose the following estimator, to estimate the fipidpulation mear@\?) by using average of

medians of samples taken from the study variable under simgpldom sampling with out replacement (SRSWOR), is
given by

v - — My
YBTst(m) ZySteXp(M+m§)- (15)
Define
_ L _ _ L _ _
Ya= ) Wyh=Y(1+e) and mg=H Winh=M(1+ey)
h=1 h=1
such that
L 2
E(eo) =E(e1) =0, E(&) = Y Witz =Vao,
h=
&2 - 2 5?21 c 2, Shym
E(eD) = Y WeAn 23 =V, and  E(eper) = Y WeAnor = Vi,
h; M2 th YM
where
\ \
S 3 G S s 3 (W
y_NhCnh—li; Yhi — Yh)<, m_NhCnh—li; My — Mp)<,
N,
St S G e V), and g o
ym = hi — Yh)(Mhi —Mh), = = =
v NhCnh_l i; | | 3 20 02
Eq.(5) in terms of errors, can be written as:
Veram =Y (1+eo)exp ( 5=
(m 2+e
_ _ ~1
:Y(1+eo)exp[Tel (1+%) ] (16)

(@© 2015 NSP
Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp

370 NS 2 W. Hafeez, J. Shabbir: Estimation of the finite populatiorame

Solve (L6), up to first order of approximation and subtractitfrom both sides, we get

- - 1 3, 1
Yerem — Y=Y (eo— Set ge%— ieoel) (7)

Using (17), the bias oh?BTs[(m) under stratified sampling, is given by

- 3 1
B(Yerse(m) =Y [éVoz— EVlﬂ ~ (18)

Using (17), the MSE of?Bm(m), is given by

vi * 1 * *
MSE (Yarg(m) = Y? {Vzo+ ZVoz —Vll] - (19)

Another unbiased difference type median based estimagstimate finite population mean, a combined difference type
estimator, is given by

Yas(m = Ve +K' (M —mg), (20)

wherek’ is a constant.
Eq.(@0) can be written as:

Yas(m — Y = Yeo— k' Mey (21)

/4

The minimum MSE Of?ds(m) at optimum value ok(opt) = %Rz, is given by

MSE (Yost(m)) (min) = Y?Vao(1 — p§?). (22)
On the line of B], we can define the following difference type estimator
Yraost(m) = K1Yt + Ko(M — mg), (23)

wherek; andk, are constants.
Eq.(@3) in terms of errors can be written as:

YRaost(m) - Y_: (kél/. - 1)Y_+ k;l,.Y_eo - k;I\Zel (24)

Using @24), the bias of?Raos[(m) is given by

" —

B(YRaost(m)) = (kl - 1)Y, (25)
The minimum MSE oﬁRaos(m) at optimum values di’i andk; ie.

" 1 14 Vikle

k = and k. =
HOP T 14 Vg1 p?) 2P Vg, [14 V3o(1— p2)]

is given by

_ Y_2V2*0(1 - p3?)

= Y20 L) (26)
1+ V(11— pg?)

MSE (Yraost (m) ) (min)

On the lines of 4], we propose following median based estimator to estimaitefpopulation mean, under stratified
random sampling is given by _
M — m;)

M +mgy

Toutm = (165 + K, ) exp @)
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wherek; andk; are constants.
To first order of approximatiorypg ) can be written as

2 "= " — 1 3
Ypst(m) = [k3Y(1+90) - k4Me1} (1— Set éef) )
or
- ~ — 4 4 kg 3 4 " — e21
Yeg(m) =Y k3+k390—3(61+6091)+§k39% + kM 5 e (28)
The bias oh?ps[(m) under stratified sampling, is given
o ~ T " 3//* 1//* 1//—*
B(Ypg(m) =Y |(ks—1) + gkavoz— §k3V11 + §k4MV02- (29)

Squaring on both sides a2§), we get

- — " 4 k " " 3 " "
o 7270427167+ K - 2 - Dm0 -0

" — "n— - n 1 1 n
+ky?M?€2 + 2k, YM {k3 (Eef — eoel) + 5k — 1)e§] (30)

Using 30) the MSE of?pst(m), is given as

3
4
+ [kg(l— 2k3)Y? — 2k§k;;\?|\ﬂ v (31)

MSE (Yog (m) =Y2(ks — 1)2+ ks2Y2V30+ {(kﬁ\? +KyM)2 = ZkgY2 — k;;ﬂ\ﬁ] Vi

The minimum MSE oh?pg(m) at optimum values dig andkz ie.

" 1-3vg ) , Vi 1
— 8702 - 11
o Ty K [ () 3"

is given by

L OYA(1-p8D) YA [Vao(1 - p$) + 3V6o)

MSE (Y, =
(Ves(m)op) = T, 1= 9 ™ 16 [1+ V31— p2)]

(32)

3 Efficiency conditions

In this section the proposed median based estimator is cethpaterms of MSE with all existing estimators in stratified
random sampling.
Let

_Y2V0+ Y2 Vo0 — 1] V(1 - pg?) g YVs(1-p) 0

A , = >
1+ V51— pg?) 1+ V51— pg?)

V- _ N2 v 2\ /% V2(1 _\/* * k2
o Y?Vao(1 .0512) >0, and D Y VaotY *[1 Vzolzvzopst
1+Vzo(1—pg) 1+Viy(1-p3d)

Condition 1: Using {) and B2

MSE (Ypg(m))min) <V (Ys)  if
A+B>0.
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Condition 2: Using 4) and 32)
MSE(%S[(m))(m’n) <MSE(Yre)  if
Y2 Vo2 — 2V41] +A+B > 0.
Condition 3: Using §) and 32)
MSE(\?Ps(m))(mm) <V (Vi) if
A—Y?\p0p32 +B> 0.

Condition 4: Using 9) and 32

a

MSE (Ypog(m))min) SMSE(Yers)  if

1
Y? [ZVOZ_Vll] +A+B>0.

Condition 5: Using {1) and B2

MSE(YLPS(m))(nin) < MSE(YLRaost) if
Y2V20(1 - p3) — Y2V35(1— pg?)

+B>0.
[1+V20(1— p&)] [1+V55(1— p&?)]

Condition 6: Using {4) and 32

MSE (Ypg(m)) min) < MSE(Yokst)(miny ~ if
Y2Vo0(1—p§) — YAV55(1— p3?)

+B-C>0.
[1+V20(1 - p&)] [1+V30(1— pg?)]

Condition 7: Using {9) and 32
MSE(%S(m))(m’n) SMSE(\?BTst(m)) if
Y? HVSZ—Vﬁ] +D+B>0.
Condition 8: Using 22) and B2
MSE(\?Ps(mﬂ(mm) SMSE(\?ds(m)) if

Y_2v*2 1_ p*2)2
20*(—‘)5‘*2 B> 0, always true
14+V5(1—pgo)

Condition 9: Using 26) and 32

MSE(YPst(m))(m'n) SMSE(YRaost(m)) if
B >0, always true

Conditions 1,8 and 9 are always true.
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4 Numerical comparison

In this section we compare MSE of median based proposedalassimators with sample mean, ratio, linear regression
and all existing estimators, in stratified random sampling.

4.1 Data sets

Data sets (Sourceb)):

In this data set Sweden is divided into municipalities inh¢iggions vary considerably in size and other charactesist
The revenues from 1985 municipal taxation (in millions odkor) is considered as study variable and number of social-
democratic seats in municipal council is considered adiauxivariable.

In second data set population in 1985 is considered as sarigble and number of social-democratic seats in municipal
council is considered as auxiliary variable. The resukésgiven in Tables 1-3.

Table 1: Summery statistics for both populations

Parameterq Population 1| Population 2

N 284 284

Y 245.088 29.363

X 22.186 22.186

SZ 355612.5 2658.098
S 52.5622 52.5622
S 1732.468 177.505
Pyx 0.4007 0.4749

Table 2: Variance/MSE of different estimators for different samgilee in stratified sampling.

Estimator Population 1 Population 2
n=20 n=25 n=20 n=25
Vet 15425.63 13500.94 113.186 101.468
Using auxiliary variable.
?RS[ 13826.41 12151.77 94.3410 85.6169
\Zegg 12129.32 10607.80 79.3013 71.9573
VBTS( 14560.27 12773.83 102.810 92.7888
?Raos[ 10091.57 9015.665 72.6230 66.4143
\7GK3 10080.51 9007.772 72.5420 66.3561
Using median of study variable.
\ZBTst(m) 2569.088 1684.034 15.3356 10.9059
Yast(m) 2064.703 1298.339 9.0336  5.7984
\ZRaost(m) 1996.092 1270.870 8.9399  5.7597
Ypst(m) 1955.225 1242.277 8.7902  5.6532
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Table 3: PRE of estimators with respectyan stratified sampling.

Estimator Population 1 Population 2
n=20 n=25 n=20 n=25
Vet 100 100 100 100
Using auxiliary variable.
?Rst 111.566 111.103 119.976 118.514
\Zegg 127.176 127.274 142.729 141.012
?BTQ 105.943 105.692 110.082 109.354
?Raost 152.857 149.750 155.857 152.781
Yoxs 153.025 149.881 156.029 152.915
Using median of study variable.
\‘(LBTS“m) 600.432 801.702 738.060 930.396
?smm) 747.111 1039.86 1252.95 1749.93
ZRaost(m) 772.792 1062.34 1266.07 1761.70
Ypst(m) 788.944 1086.79 1287.64 1794.88

5 Conclusion

On the lines of 2] and [4], we propose new median based estimators to estimate fiojitelgtion mean under stratified
random sampling. In this study it is conclude that in abserfi¢kee auxiliary variable median of the study variable can be

used to get more precise estimates. The proposed estiMatgy is more efficient than all other consider estimators for
different sample sizes.

The authors are grateful to the anonymous referee for awdarieécking of the details and for helpful comments that
improved this paper.
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