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#### Abstract

In the present paper we develop noncommutative approach to a connection which is based on a notion of graded $q$ differential algebra, where $q$ is a primitive $N$ th root of unity. We define the curvature of connection form and prove Bianchi identity. We construct a graded $q$-differential algebra to calculate the curvature of connection for any integer $N \geq 2$. Making use of Bianchi identity we introduce the Chern character form of connection form and show that this form is closed. We study the case $N=3$ which is the first non-trivial generalization because in the case $N=2$ we have a classical theory. We calculate the curvature of connection form and show that it can be expressed in terms of graded $q$-commutators, where $q$ is a primitive cubic root of unity. This allows us to prove an infinitesimal homotopy formula, and making use of this formula we introduce the Chern-Simons form.
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## 1. Introduction

A noncommutative approach to a concept of connection is based on a graded differential algebra [16]. One can generalize a notion of graded differential algebra by generalizing a notion of cochain complex. This generalization was proposed in [13], and the basic idea of this generalization is to take a more general equation $d^{N}=0, N \geq 2$ than $d^{2}=0$. This generalization of cochain complex is known under the name of $N$-complex. A generalization of graded differential algebra in which the basic property of differential $d^{2}=0$ is replaced by a more general one $d^{N}=0, N \geq 2$ was introduced in [7] and studied in [1, $2,14,15]$. This generalization of graded differential algebra is called a graded $q$-differential algebra, where $q$ is a primitive $N$ th root of unity. Let us mention that a concept of graded $q$-differential algebra is closely related to a monoidal structure introduced in [13] for a category of $N$-complexes, and it is proved in [11] that the monoids of the category of $N$-complexes can be identified as the graded $q$-differential algebras. It is well known that a connection and its curvature are basic elements of the theory of fiber bundles, and they play an important role not only in a modern differential geometry but also in theoretical physics namely in a gauge field theory. If we con-
sider a grading one element of graded differential algebra as analogous to a connection form then we can develop a noncommutative approach to a concept of connection. We can generalize this approach considering a grading one element of graded $q$-differential algebra, where $q$ is a primitive $N$ th root of unity. In the present paper we develop this approach and show that as in the case of graded differential algebra we can define the curvature of connection form in the case of graded $q$-differential algebra as well. We construct a graded $q$-differential algebra which is very useful for calculation of the curvature of connection for any integer $N \geq 2$. Moreover we show that the curvature of connection form satisfies the Bianchi identity. Despite the fact that our approach is based on a graded $q$-differential algebra which is more general structure than a graded differential algebra we have all the basic components of classical theory. The Bianchi identity gives us a possibility to define the Chern character form of connection form and to show that this form is closed. For this purpose making use of $N$-complex we introduce a notion of trace on a graded $q$ differential algebra. We study the case $N=3$ which is the first non-trivial generalization because in the case $N=2$ we have a classical theory. We calculate the curvature of connection form and show that it can be expressed in terms

[^0]of graded $q$-commutators, where $q$ is a primitive cubic root of unity. This fact allows us to prove an infinitesimal homotopy formula, and making use of this formula we introduce the Chern-Simons form. It is worth mentioning that for any integer $N>3$ the curvature of connection form can not be expressed in terms of graded $q$-commutators, and this is an obstacle to prove an infinitesimal homotopy formula and to define the Chern-Simons form. In the last section we define and study connections constructed by means of graded $q$-differential algebra on modules.

## 2. Polynomial algebra

Let $\mathfrak{A}=\oplus_{n} \mathfrak{A}^{n}$ be an associative unital graded algebra over $\mathbb{C}$ and $d$ be a graded $q$-derivation of degree one of this algebra, i.e. $d: \mathfrak{A}^{n} \rightarrow \mathfrak{A}^{n+1}$ is an endomorphism of degree one of the graded vector space of algebra $\mathfrak{A}$ satisfying the graded $q$-Leibniz rule

$$
\begin{equation*}
d(A B)=d(A) B+q^{|A|} A d(B) \tag{1}
\end{equation*}
$$

where $A, B \in \mathfrak{A},|A|$ is the grading of homogeneous element $A, q$ is a complex number different from zero. Let us denote by $\mathscr{L}(\mathfrak{A})=\oplus_{n} \mathscr{L}^{n}(\mathfrak{A})$ the graded algebra of endomorphisms of the graded vector space of algebra $\mathfrak{A}$. Clearly $d \in \mathscr{L}^{1}(\mathfrak{A})$.

Let $A \in \mathfrak{A}^{1}$ be an element of grading one of graded algebra $\mathfrak{A}$. The subalgebra of graded algebra $\mathfrak{A}$ generated by the elements $A, d A, d^{2} A, \ldots$ will be denoted by $\mathfrak{A}_{A}$. Obviously $\mathfrak{A}_{A}$ is the graded algebra. Let $L_{A} \in \mathscr{L}^{1}(\mathfrak{A})$ be the endomorphism of degree one of graded algebra $\mathfrak{A}$ induced by the left multiplication by $A$, i.e. $L_{A}(B)=A B$, where $B \in \mathfrak{A}$. Now the graded $q$-Leibniz rule (1) can be written in the form

$$
\begin{equation*}
d \circ L_{A}=q^{|A|} L_{A} \circ d+L_{d A} \tag{2}
\end{equation*}
$$

where $\circ$ is the composition of endomorphisms of degree one. Obviously the endomorphisms of degree one $d$ and $L_{A}$, where $d$ is a graded $q$-derivation of degree one of graded algebra $\mathfrak{A}$ and $L_{A}$ is the endomorphism of left multiplication by an element $A \in \mathfrak{A}^{1}$, generate the subalgebra of graded algebra of endomorphisms $\mathscr{L}(\mathfrak{A})$, which will be denoted by $\mathscr{L}_{A}^{d}(\mathfrak{A})$. The subalgebra of this algebra freely generated by $L_{A}, L_{d A}, L_{d^{2} A} \ldots$ will be denoted by $\mathscr{L}_{A}(\mathfrak{A})$. Let us mention that $\mathscr{L}_{A}^{d}(\mathfrak{A})$ is the graded algebra, and its gradation is induced by the graded structure of algebra $\mathscr{L}(\mathfrak{A})$.

The structure of algebra $\mathscr{L}_{A}^{d}(\mathfrak{A})$ can be described with the help of new variables

$$
\begin{equation*}
\mathfrak{d}, \xi_{1}, \xi_{2}, \ldots, \xi_{n}, \ldots \tag{3}
\end{equation*}
$$

if we assume that these variables are subjected to the commutation relations

$$
\begin{equation*}
\mathfrak{d} \xi_{n}=q^{n} \xi_{n} \mathfrak{d}+\xi_{n+1}, \quad n \geq 1 \tag{4}
\end{equation*}
$$

Let $\mathfrak{P}[\mathfrak{d}, \xi]$ be the polynomial algebra generated by the variables (3) which obey the commutation relations (4). Let us denote by $\mathbb{1}$ the identity element of this algebra. It is worth mentioning that there are no commutation relations between the variables $\xi_{1}, \xi_{2}, \ldots, \xi_{n}, \ldots$, and the subalgebra of the algebra $\mathfrak{P}[\mathfrak{d}, \xi]$ freely generated by these variables will be denoted by $\mathfrak{P}[\xi]$.

We can endow the polynomial algebra $\mathfrak{P}[\mathfrak{d}, \xi]$ with a graded structure if we assign grading zero to the identity element $\mathbb{1}$, grading one to variable $\mathfrak{d}$, grading $n$ to variable $\xi_{n}$, where $n \geq 1$, and define the grading of any product of variables $\mathfrak{d}, \xi_{1}, \xi_{2}, \ldots, \xi_{n}, \ldots$ as the sum of gradings of its factors. Hence we have

$$
\begin{equation*}
|\mathbb{1}|=0, \quad|\mathfrak{d}|=\left|\xi_{1}\right|=1, \quad\left|\xi_{n}\right|=n, \quad n \geq 2 \tag{5}
\end{equation*}
$$

Let us denote by $\mathfrak{P}^{n}[\mathfrak{d}, \xi]$ the subspace of homogeneous polynomials of grading $n$ of graded algebra $\mathfrak{P}[\mathfrak{d}, \xi]$. For example the subspace $\mathfrak{P}^{2}[\mathfrak{d}, \xi]$ is spanned by the polynomials $\mathfrak{d}^{2}, \mathfrak{d} \xi_{1}, \xi_{1} \mathfrak{d}, \xi_{2}, \xi_{1}^{2}$. We can write

$$
\mathfrak{P}[\mathfrak{d}, \xi]=\oplus_{n \geq 0} \mathfrak{P}^{n}[\mathfrak{d}, \xi]
$$

Take the element $\mathfrak{d} \in \mathfrak{P}[\mathfrak{d}, \xi]$ and define the endomorphism of vector space $\delta: \mathfrak{P}[\xi] \rightarrow \mathfrak{P}[\xi]$ by means of graded $q$-commutator as follows

$$
\begin{equation*}
\delta(p)=[\mathfrak{d}, p]_{q}=\mathfrak{d} p-q^{|p|} p \mathfrak{d} \tag{6}
\end{equation*}
$$

where $p \in \mathfrak{P}[\xi]$ is a homogeneous polynomial of variables $\xi_{1}, \xi_{2}, \ldots, \xi_{n}, \ldots$ and $|p|$ is the grading of $p$. Obviously $\delta$ is the graded $q$-derivation of degree one and it follows from the commutation relations (4) of the algebra $\mathfrak{P}[\mathfrak{d}, \xi]$ that $\delta\left(\xi_{n}\right)=\xi_{n+1}$. Next we define the endomorphism of degree one $\Delta: \mathfrak{P}[\xi] \rightarrow \mathfrak{P}[\xi]$ by $\Delta=\delta+L_{\xi_{1}}$, where $L_{\xi_{1}}$ is the endomorphism of left multiplication by $\xi_{1}$. It is easy to show that $\Delta$ has the property

$$
\Delta\left(p p^{\prime}\right)=\Delta(p) p^{\prime}+q^{|p|} p \delta\left(p^{\prime}\right)
$$

where $p, p^{\prime} \in \mathfrak{P}[\xi]$ are homogeneous polynomials. We define the polynomials $f_{0}, f_{1}, \ldots, f_{n}, \ldots \in \mathfrak{P}[\xi]$ by the recurrent formula

$$
\begin{equation*}
f_{0}=\mathbb{1}, f_{1}=\xi_{1}, f_{n+1}=\Delta\left(f_{n}\right), \quad n \geq 1 \tag{7}
\end{equation*}
$$

Clearly $\left|f_{n}\right|=n$.
Before we give an explicit expansion formula for the polynomials $f_{0}, f_{1}, \ldots, f_{n}, \ldots$ let us remind the notions of $q$-binomial coefficients and composition of integer. Given a complex number $q \neq 0$ one defines the mapping []$_{q}$ : $n \in \mathbb{N} \rightarrow[n]_{q} \in \mathbb{C}$ by setting $[0]_{q}=0$ and

$$
[n]_{q}=1+q+q^{2}+\ldots+q^{n-1}=\sum_{k=0}^{n-1} q^{k}, \quad n \geq 1
$$

The $q$-factorial of $[n]_{q} \in K$, where $n \in \mathbb{N}$, is defined by

$$
[0]_{q}!=1, \quad[n]_{q}!=[1]_{q}[2]_{q} \ldots[n]_{q}=\prod_{k=1}^{n}[k]_{q}, n \geq 1
$$

If $k, n$ are integers satisfying $0 \leq k \leq n, n \geq 1$ then the Gaussian $q$-binomial coefficients are defined by

$$
\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}=\frac{[n]_{q}!}{[k]_{q}![n-k]_{q}!}
$$

The Gaussian $q$-binomial coefficients satisfy the recursion relation
$\left[\begin{array}{c}n+1 \\ k\end{array}\right]_{q}=q^{k}\left[\begin{array}{l}n \\ k\end{array}\right]_{q}+\left[\begin{array}{c}n \\ k-1\end{array}\right]_{q}$,
$\left[\begin{array}{c}n+1 \\ k\end{array}\right]_{q}=\left[\begin{array}{l}n \\ k\end{array}\right]_{q}+q^{n+1-k}\left[\begin{array}{c}n \\ k-1\end{array}\right]_{q}$.
Next we remind a notion of composition of integer. If $n$ is a positive integer then a composition of an integer $n$ is a way of writing $n$ as the sum of strictly positive integers. For example if $n=3$ then there are three compositions

$$
3=3,3=2+1,3=1+2,3=1+1+1
$$

Let $\Psi_{n}$ be the set of all compositions of an integer $n$. We will write a composition of an integer $n$ in the form of a sequence of strictly positive integers $\sigma=\left(i_{1}, i_{2}, \ldots, i_{r}\right)$, where $i_{1}+i_{2}+\ldots+i_{r}=n$. Let us denote
$n_{1}=i_{1}$,
$n_{2}=i_{1}+i_{2}$,
$n_{3}=i_{1}+i_{2}+i_{3}$,
$n_{r}=i_{1}+i_{2}+\ldots+i_{r}$.
Obviously $n_{r}=n$. It should be mentioned that the number of elements in the set $\Psi_{n}$ is $2^{n-1}$ [12]. The following proposition gives an explicit formula for the polynomials $f_{n}$ :
Theorem 1.For any integer $n \geq 2$ we have the following expansion of power of the operator $D$ and the expansion of a polynomial $f_{n}$ in terms of generators $\xi_{i}$ :

$$
\begin{align*}
& \Delta^{n}=\sum_{i=0}^{n}\left[\begin{array}{c}
n \\
i
\end{array}\right]_{q} f_{i} \delta^{n-i}  \tag{10}\\
& f_{n}=\sum_{\sigma \in \Psi_{n}}\left[\begin{array}{c}
n_{1}-1 \\
0
\end{array}\right]_{q}\left[\begin{array}{c}
n_{2}-1 \\
n_{1}
\end{array}\right]_{q}\left[\begin{array}{c}
n_{3}-1 \\
n_{2}
\end{array}\right]_{q} \ldots \\
& \ldots\left[\begin{array}{c}
n_{r}-1 \\
n_{r-1}
\end{array}\right]_{q} \xi_{i_{1}} \xi_{i_{2}} \ldots \xi_{i_{r}}, \tag{11}
\end{align*}
$$

where $\sigma=\left(i_{1}, i_{2}, \ldots, i_{r}\right)$ is a composition of an integer $n$.

Proof.We will prove the expansion formulae of this theorem by the method of mathematical induction. First we prove the power expansion formula (10) for $D^{n}$. Taking into account the definition $D=d+\xi_{1}$ we see that in the case of $n=1$ the expansion formula (10) is correct. Indeed in this case we have

$$
\Delta=\left[\begin{array}{l}
1 \\
0
\end{array}\right]_{q} f_{0} \delta+\left[\begin{array}{l}
1 \\
1
\end{array}\right]_{q} f_{1}=\delta+\xi_{1}
$$

Now we assume that the first expansion formula holds for some integer $n>1$ and show that it also holds when $n+$ 1 is substituted for $n$. It is easy to see that for any two homogeneous polynomials $p, p^{\prime} \in \mathfrak{P}[\xi]$ it holds

$$
\begin{equation*}
\Delta\left(p p^{\prime}\right)=\Delta(p) p^{\prime}+q^{|p|} p \delta\left(p^{\prime}\right) \tag{12}
\end{equation*}
$$

Making use of the property (12) of the operator $\Delta$ and the recurrent formula for $q$-binomial coefficients (9) we have

$$
\begin{aligned}
\Delta^{n+1}= & \Delta\left(\Delta^{n}\right)=\Delta\left(\sum_{i=0}^{n}\left[\begin{array}{c}
n \\
i
\end{array}\right]_{q} f_{i} \delta^{n-i}\right) \\
= & \sum_{i=0}^{n}\left[\begin{array}{c}
n \\
i
\end{array}\right]_{q}\left(\Delta\left(f_{i}\right) \delta^{n-i}+q^{i} f_{i} \delta^{n+1-i}\right) \\
= & \sum_{i=0}^{n}\left[\begin{array}{c}
n \\
i
\end{array}\right]_{q}\left(f_{i+1} \delta^{n-i}+q^{i} f_{i} \delta^{n+1-i}\right) \\
= & f_{n+1}+\delta^{n+1}+ \\
& \quad+\sum_{i=1}^{n} f_{i} \delta^{n+1-i}\left(\left[\begin{array}{c}
n \\
i-1
\end{array}\right]_{q}+q^{i}\left[\begin{array}{c}
n \\
i
\end{array}\right]_{q}\right) \\
= & f_{n+1}+\sum_{i=1}^{n}\left[\begin{array}{c}
n \\
i
\end{array}\right]_{q} f_{i} \delta^{n+1-i}+\delta^{n+1} \\
= & \sum_{i=0}^{n+1}\left[\begin{array}{c}
n+1 \\
i
\end{array}\right]_{q} f_{i} \delta^{n+1-i} .
\end{aligned}
$$

Thus the expansion formula (10) is proved. Now if we apply the both sides of the proved formula to $\xi_{1}$ we obtain

$$
f_{n+1}=\sum_{i=0}^{n}\left[\begin{array}{c}
n  \tag{13}\\
i
\end{array}\right]_{q} f_{i} \xi_{n+1-i}
$$

and this is the recurrent formula for the polynomials $f_{n}$ which we will use in order to prove the expansion formula (11) for $f_{n}$.

We start the proof of expansion formula (11) with the base case $n=2$. From the definition $\Delta=\delta+\xi_{1}$ it follows

$$
f_{2}=\Delta\left(f_{1}\right)=\Delta\left(\xi_{1}\right)=\delta \xi_{1}+\xi_{1}^{2}=\xi_{2}+\xi_{1}^{2}
$$

On the other hand if $n=2$ then there are two compositions $2=2,2=1+1$, and the expansion formula (11) gives

$$
f_{2}=\left[\begin{array}{l}
1 \\
0
\end{array}\right]_{q} \xi_{2}+\left[\begin{array}{l}
1 \\
0
\end{array}\right]_{q}\left[\begin{array}{l}
1 \\
1
\end{array}\right]_{q} \xi_{1}^{2}=\xi_{2}+\xi_{1}^{2}
$$

Hence in the base case of mathematical induction $n=2$ the formula (11) is correct. Now we assume that the second expansion formula holds for some positive integer $n>2$ and show that it also holds when $n+1$ is substituted for $n$. Let us consider the sum

$$
\begin{align*}
& \sum_{\sigma \in \Psi_{n+1}}\left[\begin{array}{c}
n_{2}-1 \\
n_{1}
\end{array}\right]_{q}\left[\begin{array}{c}
n_{3}-1 \\
n_{2}
\end{array}\right]_{q} \ldots \\
& \ldots\left[\begin{array}{c}
n \\
n_{r}
\end{array}\right]_{q} \xi_{i_{1}} \xi_{i_{2}} \ldots \xi_{i_{r+1}} \tag{14}
\end{align*}
$$

where $\sigma=\left(i_{1}, i_{2}, \ldots, i_{r}, i_{r+1}\right)$ is a composition of an integer $n+1$. Hence $i_{1}+\ldots+i_{r}+i_{r+1}=n+1$. Our aim is to show that this sum is equal to the polynomial $f_{n+1}$. Let us fix an integer $i \in\{0,1, \ldots, n\}$ and a generator $\xi_{n+1-i}$. It is clear that if we select the compositions of an integer $n+1$ which have the form $\left(i_{1}, i_{2}, \ldots, i_{r}, n+1-i\right)$, i.e. the last integer of each composition is previously fixed integer $n+1-i$, and we remove in each composition the last integer then the set of compositions $\left(i_{1}, i_{2}, \ldots, i_{r}\right)$ is the set of all compositions of an integer $i$, i.e. $\left\{\left(i_{1}, i_{2}, \ldots, i_{r}\right)\right\}=$ $\Psi_{i}$. Indeed we have

$$
i_{1}+i_{2}+\ldots+i_{r}+n+1-i=n+1
$$

which implies $i_{1}+i_{2}+\ldots+i_{r}=i$. Consequently if we select all terms of the sum (14) with $i_{r+1}=n+1-i$ (i.e. containing a generator $\xi_{n+1-i}$ at the end of a product of generators) then we get the sum

$$
\begin{align*}
& \sum_{\sigma \in \Psi_{n+1}}\left[\begin{array}{c}
n_{2}-1 \\
n_{1}
\end{array}\right]_{q}\left[\begin{array}{c}
n_{3}-1 \\
n_{2}
\end{array}\right]_{q} \ldots\left[\begin{array}{c}
n \\
i
\end{array}\right]_{q} \times \\
& \times \xi_{i_{1}} \xi_{i_{2}} \ldots \xi_{i_{r}} \xi_{n+1-i} \tag{15}
\end{align*}
$$

where the sum is taken over the compositions of integer $n+1$ which have the form $\sigma=\left(i_{1}, i_{2}, \ldots, i_{r}, n+1-\right.$ $i) \in \Psi_{n+1}$. We would like to point out that the product of binomial coefficients of each term in this sum contains the factor

$$
\left[\begin{array}{c}
n \\
i
\end{array}\right]_{q} .
$$

Hence we can write the sum (15) as follows

$$
\begin{array}{r}
{\left[\begin{array}{c}
n \\
i
\end{array}\right]_{q}\left(\sum_{\tau \in \Psi_{i}}\left[\begin{array}{c}
n_{2}-1 \\
n_{1}
\end{array}\right]_{q}\left[\begin{array}{c}
n_{3}-1 \\
n_{2}
\end{array}\right]_{q} \ldots\left[\begin{array}{c}
i-1 \\
n_{r-1}
\end{array}\right]_{q}\right.} \\
\left.\times \xi_{i_{1}} \xi_{i_{2}} \ldots \xi_{i_{r}}\right) \xi_{n+1-i}
\end{array}
$$

where $\tau=\left(i_{1}, i_{2}, \ldots, i_{r}\right) \in \Psi_{i}$ and the sum is taken over all compositions of integer $i$. Now we make use of the assumption of an inductive step that the expansion formula for a polynomial $f_{m}$ holds for each integer $m \in$ $\{1,2, \ldots, n\}$. Hence the sum in the previous formula is equal to $f_{i}$, i.e

$$
\left.\begin{array}{rl}
\sum_{\tau \in \Psi_{i}}\left[\begin{array}{c}
n_{2}-1 \\
n_{1}
\end{array}\right]_{q}\left[\begin{array}{c}
n_{3}-1 \\
n_{2}
\end{array}\right]_{q} & \cdots
\end{array} \begin{array}{c}
i-1 \\
n_{r-1}
\end{array}\right]_{q} \times 7 .
$$

Thus the sum (15) is equal to

$$
\left[\begin{array}{c}
n \\
i
\end{array}\right]_{q} f_{i} \xi_{n+1-i}
$$

and summing up all these terms with respect to $i$ we get the sum (14). Consequently the sum (14) we started with is equal to the sum

$$
\sum_{i=0}^{n}\left[\begin{array}{c}
n \\
i
\end{array}\right]_{q} f_{i} \xi_{n+1-i}
$$

which in turn is equal to $f_{n+1}$ (see the recurrent relation (13)). This ends the proof.

For the first values of $n$ the formula (11) gives the polynomials

$$
\begin{align*}
& f_{2}=\xi_{2}+\xi_{1}^{2}  \tag{16}\\
& f_{3}=\xi_{3}+\xi_{2} \xi_{1}+[2]_{q} \xi_{1} \xi_{2}+\xi_{1}^{3}  \tag{17}\\
& f_{4}=\xi_{4}+\xi_{3} \xi_{1}+[3]_{q} \xi_{1} \xi_{3}+[3]_{q} \xi_{2}^{2} \\
& \quad \quad+\xi_{2} \xi_{1}^{2}+[3]_{q} \xi_{1}^{2} \xi_{2}+[2]_{q} \xi_{1} \xi_{2} \xi_{1}+\xi_{1}^{4} \tag{18}
\end{align*}
$$

## 3. Polynomial algebra at $N$ th root of unity

In this section we will study the structure of the graded polynomial algebra $\mathfrak{P}[\mathfrak{d}, \xi]$ introduced in the previous section in the case when $q$ is a primitive $N$ th root of unity and prove that in this case the graded polynomial algebra $\mathfrak{P}[\xi]$ can be endowed with a structure of graded $q$-differential algebra.

Let $N \geq 2$ be an integer and $q$ be a primitive $N$ th root of unity. A graded vector space $\mathscr{V}=\oplus_{n} \mathscr{V}^{n}$ is said to be a cochain $N$-complex or simply $N$-complex if it is endowed with an endomorphism of degree one $d: \mathscr{V}^{n} \rightarrow \mathscr{V}^{n+1}$ satisfying $d^{N}=0[7,8,13]$. A graded associative unital algebra $\mathscr{A}$ with graded $q$-derivation of degree one $d$ is said to be a graded $q$-differential algebra if $d$ satisfies $d^{N}=0$ [6]. A graded $q$-derivation of degree one $d$ will be referred to as $N$-differential of graded $q$-differential algebra. Particularly if $N=2$ then graded $q$-differential algebra is a graded differential algebra with graded differential $d$ satisfying $d^{2}=0$. One can construct a graded $q$-differential algebra with the help of the following theorem [4]
Theorem 2.Let $\mathscr{A}$ be a graded associative unital algebra $\mathscr{A}=\oplus_{k} \mathscr{A}^{k}$, and $q$ be a primitive $N$ th root of unity. If there exists an element of grading one $v \in \mathscr{A}^{1}$ which satisfies the condition $v^{N} \in \mathscr{Z}(\mathscr{A})$, where $\mathscr{Z}(\mathscr{A})$ is the graded center of $\mathscr{A}$, then a graded algebra $\mathscr{A}$ endowed with the inner graded $q$-derivation $d=\mathrm{ad}_{v}^{q}$ is the graded $q$-differential algebra and $d$ is its $N$-differential.
Making use of the theorem (2) we prove the following theorem:
Theorem 3.If $q$ is a primitive Nth root of unity and the variable $\mathfrak{d}$ satisfies $\mathfrak{d}^{N}=\lambda \cdot \mathbb{1}$, where $\lambda$ is any complex number, then for any integer $k>N$ a variable $\xi_{k}$ vanishes, i.e. the polynomial algebra $\mathfrak{P}[\mathfrak{d}, \xi]$ is generated by the finite set of variables $\left\{\mathfrak{d}, \xi_{k}\right\}_{k=1}^{N}$ which obey the relations

$$
\begin{array}{ll}
\mathfrak{d} \xi_{1}=q \xi_{1} \mathfrak{d}+\xi_{2}, & \mathfrak{d} \xi_{2}=q^{2} \xi_{2} \mathfrak{d}+\xi_{3}, \\
\ldots & \\
\mathfrak{d} \xi_{N-1}=q^{N-1} \xi_{N-1} \mathfrak{d}+\xi_{N}, & \mathfrak{d} \xi_{N}=\xi_{N} \mathfrak{d}, \\
\mathfrak{d}^{N}=\lambda \cdot \mathbb{1} &
\end{array}
$$

The graded $q$-derivation $\delta=[\mathfrak{d},]_{q}: \mathfrak{P}[\xi] \rightarrow \mathfrak{P}[\xi]$ is the $N$-differential, i.e. $d^{N}=0$, and the graded polynomial algebra $\mathfrak{P}[\xi]$ is the graded $q$-differential algebra.

Proof. It follows from Theorem 2 that the inner graded $q$ derivation of polynomial algebra $\mathfrak{P}[\mathfrak{d}, \xi]$ determined by the graded $q$-commutator with the element $\mathfrak{d}$, i.e. the inner graded $q$-derivation $[\mathfrak{d},]_{q}: \mathfrak{P}[\mathfrak{d}, \xi] \rightarrow \mathfrak{P}[\mathfrak{d}, \xi]$, is the $N$-differential of the polynomial algebra $\mathfrak{P}[\mathfrak{d}, \xi]$ because the element $\mathfrak{d}$ satisfies $\mathfrak{d}^{N}=\lambda \cdot \mathbb{1}$ which means that it lies in the graded center of $\mathfrak{P}[\mathfrak{d}, \xi]$. Now if we consider the restriction of this inner graded $q$-derivation of $\mathfrak{P}[\mathfrak{d}, \xi]$ to the subalgebra $\mathfrak{P}[\xi] \subset \mathfrak{P}[\mathfrak{d}, \xi]$ then we have the graded $q$-derivation (not inner) $\delta$ of the algebra $\mathfrak{P}[\xi]$ which obviously satisfies $\delta^{N}=0$. Hence $\delta$ is the $N$-differential of $\mathfrak{P}[\xi]$ and $\mathfrak{P}[\xi]$ is a graded $q$-differential algebra. Finally $\delta$ has the property $\delta\left(\xi_{k}\right)=\xi_{k+1}$ and $\xi_{N+1}=\delta\left(\xi_{N}\right)=$ $\delta^{N}\left(\xi_{1}\right)=0$ which proves that for any integer $k>N$ a variable $\xi_{k}$ vanishes.

From now and until the end of this Section we will assume that $q$ is a primitive $N$ th root of unity, the conditions of Theorem 3 are satisfied and $\mathfrak{P}[\xi]$ is a graded $q$-differential algebra with $N$-differential $\delta$ generated by the set of variables $\xi_{1}, \xi_{2}, \ldots, \xi_{N}$. Let us remind that there is the endomorphism $\Delta$ defined on the algebra $\mathfrak{P}[\xi]$ by the formula $\Delta=\delta+L_{\xi_{1}}$. Hence $\Delta$ is a differential operator of the algebra $\mathfrak{P}[\xi]$ but the following theorem shows that the $N$ th power of this differential operator is not a differential operator but the endomorphism of left multiplication by the polynomial $f_{N}$.
Theorem 4.The Nth power of endomorphism $\Delta=\delta+$ $L_{\xi_{1}}: \mathfrak{P}[\xi] \rightarrow \mathfrak{P}[\xi]$ is the endomorphism of left multiplication by the polynomial $f_{N}$, i.e. $\Delta^{N}=L_{f_{N}}$.

Proof. We prove this theorem with the help of expansion formula (10). We have

$$
\Delta^{N}=\sum_{i=0}^{N}\left[\begin{array}{c}
N \\
i
\end{array}\right]_{q} f_{i} \delta^{N-i}
$$

The $q$-binomial coefficients in this expansion formula with $i \in\{1,2, \ldots, N-1\}$ vanish because $q$ is a primitive $N$ th root of unity. The first term in this expansion also vanishes because $\delta$ is an $N$-differential and satisfies $\delta^{N}=0$. Hence $\Delta^{N}=L_{f_{N}}$.
Theorem 5.The polynomial $f_{N} \in \mathfrak{P}[\xi]$ satisfies the identity

$$
\delta\left(f_{N}\right)+a d_{\xi_{1}}^{q}\left(f_{N}\right)=0
$$

where ad $d_{\xi_{1}}^{q}=\left[\xi_{1},\right]_{q}: \mathfrak{P}[\xi] \rightarrow \mathfrak{P}[\xi]$ is an inner graded $q$-derivation of algebra $\mathfrak{P}[\xi]$.
Proof.Let us remind that there is the recurrent relation (13) for the polynomials $f_{k}$ which has the form

$$
f_{k+1}=\sum_{i=0}^{k}\left[\begin{array}{c}
k \\
i
\end{array}\right]_{q} f_{i} \xi_{k+1-i}
$$

Taking $k=N$ in this relation we obtain

$$
f_{N+1}=\sum_{i=0}^{N}\left[\begin{array}{c}
N  \tag{19}\\
i
\end{array}\right]_{q} f_{i} \xi_{N+1-i} .
$$

For any integer $1 \leq i \leq N-1$ the $q$-binomial coefficient in (19) labelled with $i$ vanishes because $q$ is a primitive $N$ th root of unity. Thus the above relation takes the form

$$
f_{N+1}=f_{0} \xi_{N+1}+f_{N} \xi_{1}
$$

From Theorem 3 follows that $\xi_{N+1}=0$, and the first term at the right-hand side of the above relation vanishes. Hence

$$
\begin{aligned}
0 & =f_{N+1}-f_{N} \xi_{1}=\Delta\left(f_{N}\right)-f_{N} \xi_{1} \\
& =\delta\left(f_{N}\right)+\xi_{1} f_{N}-f_{N} \xi_{1}=\delta\left(f_{N}\right)+\operatorname{ad}_{\xi_{1}}^{q}\left(f_{N}\right)=0
\end{aligned}
$$

## 4. Chern-Simons forms

The aim of this section is to develop a noncommutative analog of Chern-Simons form with the help of graded $q$ differential algebra. We will introduce the Chern character form and prove the infinitesimal homotopy formula for the Chern character form.

Let us remind that $\mathfrak{A}$ is a graded algebra with $q$-derivation $d$, where $q$ is a complex number different from zero, and $A$ is a grading one element of this algebra. Let $\mathfrak{A}_{A}$ be the subalgebra of algebra $\mathfrak{A}$ freely generated by the elements $A, d A, d^{2} A, \ldots$ It is clear that the algebras $\mathfrak{A}_{A}$ and $\mathscr{L}_{A}(\mathfrak{A})$ are free algebras, and they are isomorphic if we identify their generators as follows

$$
\begin{equation*}
d^{n} A \leftrightarrow L_{d^{n} A} \leftrightarrow \xi_{n+1}, \quad n \geq 0 \tag{20}
\end{equation*}
$$

Moreover the algebra $\mathscr{L}_{A}^{d}(\mathfrak{A})$ is isomorphic to the algebra $\mathfrak{P}[\mathfrak{d}, \xi]$ if in addition to (20) we identify the generator $d$ viewed as the element of $\mathscr{L}_{A}^{d}(\mathfrak{A})$ with the generator $\mathfrak{d}$. This follows immediately from the graded $q$-Leibniz rule (1) and the commutation relations (4). Hence considering $d$ as an element of algebra $\mathscr{L}_{A}^{d}(\mathfrak{A})$ we can identify the inner graded $q$-derivation $\operatorname{ad}_{d}^{q}=[d,]_{q}$ of $\mathscr{L}_{A}^{d}(\mathfrak{A})$ with the inner graded $q$-derivation $\mathrm{ad}_{\mathfrak{d}}^{q}=[\mathfrak{d}$,$] of \mathfrak{P}[\mathfrak{d}, \xi]$. Let us remind that the restriction of the inner graded $q$-derivation $\operatorname{ad}_{\mathfrak{d}}^{q}=[\mathfrak{d}$,$] to the subalgebra \mathfrak{P}[\xi]$ generated by $\xi_{n}$ is the graded $q$-derivation $\delta$ of $\mathfrak{P}[\xi]$. If we restrict the inner graded $q$-derivation $\operatorname{ad}_{d}^{q}=[d,]_{q}$ to the subalgebra $\mathscr{L}_{A}(\mathfrak{A})$ which is isomorphic to the algebra $\mathfrak{P}[\xi]$ and according to (20) replace each generator $L_{d^{n} A}$ of $\mathscr{L}_{A}(\mathfrak{A})$ with corresponding generator $d^{n} A$ of $\mathfrak{A}_{A}$ then the restriction of inner graded $q$-derivation $\mathrm{ad}_{\mathfrak{d}}^{q}=[\mathfrak{d}$, ] to the subalgebra $\mathfrak{P}[\xi]$ can be identified with graded $q$-derivation $d$ of $\mathfrak{A}_{A}$. This immediately follows from the graded $q$-Leibniz rule written in the form

$$
\operatorname{ad}_{d}^{q}\left(L_{A}\right)=\left[d, L_{A}\right]_{q}=d \circ L_{A}-q^{|A|} L_{A} \circ d=L_{d A}
$$

Hence if we identify each generator $\xi_{n}$ of algebra $\mathfrak{P}[\xi]$ with corresponding generator $d^{n-1} A$ of isomorphic algebra $\mathfrak{A}_{A}$ then the graded $q$-derivation $\delta$ is identified with the graded $q$-derivation $d$ of $\mathfrak{A}_{A}$. Consequently the calculus developed in Section 2 for the algebra $\mathfrak{P}[\xi]$ can be applied to the algebra $\mathfrak{A}_{A}$ if we replace $\xi_{n+1} \rightarrow d^{n} A, \delta \rightarrow d$. For instant we can introduce an endomorphism $D: \mathfrak{A}_{A} \rightarrow \mathfrak{A}_{A}$
which can be viewed as an analog of $\Delta=\delta+L_{\xi_{1}}$ giving it by the formula $D=d+L_{A}$. It is worth mentioning that $D$ has the remarkable property

$$
\begin{equation*}
D\left(P P^{\prime}\right)=D(P) P^{\prime}+q^{|P|} P d\left(P^{\prime}\right) \tag{21}
\end{equation*}
$$

where $P, P^{\prime} \in \mathfrak{A}_{A}$. We can also introduce the polynomials $F_{n} \in \mathfrak{A}_{A}$ defining them by the recurrent formula

$$
\begin{equation*}
F_{0}=\mathbb{1}, \quad F_{1}=A, \quad F_{n+1}=D\left(F_{n}\right) \tag{22}
\end{equation*}
$$

It is obvious that the polynomials $F_{n}$ can be viewed as analogs of polynomials $f_{n}$ and we can calculate a polynomial $F_{n}$ by replacing each generator $\xi_{k}$ in $f_{n}$ with generator $d^{k-1} A$. It follows from Theorem 1 that the following expansion formulae for $D$ and the polynomials $F_{n}$ hold

$$
\begin{aligned}
D^{n}= & \sum_{i=0}^{n}\left[\begin{array}{c}
n \\
i
\end{array}\right]_{q} F_{i} d^{n-i}, \\
F_{n}=\sum_{\sigma \in \Psi_{n}} & {\left[\begin{array}{c}
n_{1}-1 \\
0
\end{array}\right]_{q}\left[\begin{array}{c}
n_{2}-1 \\
n_{1}
\end{array}\right]_{q}\left[\begin{array}{c}
n_{3}-1 \\
n_{2}
\end{array}\right]_{q} \ldots } \\
& \ldots\left[\begin{array}{c}
n_{r}-1 \\
n_{r-1}
\end{array}\right]_{q} d^{i_{1}-1} A d^{i_{2}-1} A \ldots d^{i_{r}-1} A .
\end{aligned}
$$

If $n=2,3,4$ then we get the polynomials

$$
\begin{align*}
& F_{2}=d A+A^{2},  \tag{23}\\
& F_{3}=d^{2} A+d A A+[2]_{q} A d A+A^{3},  \tag{24}\\
& F_{4}=d^{3} A+d^{2} A A+[3]_{q} A d^{2} A+[3]_{q}(d A)^{2} \\
& \quad \quad+d A A^{2}+[3]_{q} A^{2} d A+[2]_{q} A d A A+A^{4} . \tag{25}
\end{align*}
$$

It should be pointed out that from the beginning of this section and up to now $q$ is a complex number different from zero. From now and until the end of this section we will assume that $q$ is a primitive $N$ th root of unity. In this case we can prove the following theorem:
Theorem 6.If $q$ is a primitive $N$ th root of unity then an algebra $\mathfrak{A}$ with graded $q$-derivation d is a graded $q$-differential algebra with $N$-differential $d$ if and only if for any element of grading one $A \in \mathfrak{A}$ the generator $\mathfrak{d}$ of algebra $\mathfrak{P}[\xi]$ satisfies $\mathfrak{d}^{N}=\lambda \cdot \mathbb{1}$, where $\lambda$ is any complex number.

In what follows we will assume that the necessary and sufficient condition of Theorem 6 is satisfied, and hence $\mathfrak{A}$ is a graded $q$-differential algebra with $N$-differential $d$. Since a graded differential algebra can be viewed as an analog of algebra of differential forms on a manifold or in a noncommutative case as an analog of algebra of matrix-valued differentials forms we can use a terminology of modern differential geometry interpreting an element of grading one $A \in \mathfrak{A}$ as analogous to a connection form [16]. Then the endomorphism $D=d+L_{A}$ satisfying (21) will be referred to as a covariant $N$-differential. It follows from Theorem 4 that the $N$ th power of covariant $N$-differential $D$ is the endomorphism of left multiplication by the polynomial $F_{N}$. Thus we can view the polynomial $F_{N}$ as analogous to the
curvature of connection form $A$, and the polynomial $F_{N}$ will be referred to as the curvature of connection form $A$. It follows from Theorem 5 that the curvature $F_{N}$ satisfies the identity

$$
\begin{equation*}
d\left(F_{N}\right)+\left[A, F_{N}\right]_{q}=0 \tag{26}
\end{equation*}
$$

this identity will be referred to as Bianchi identity for the curvature of connection form $A$.

Particularly if $N=2$ then $q$ is a primitive quadratic root of unity, i.e. $q=-1$, and an algebra $\mathfrak{A}$ is a graded differential algebra with differential $d$ which satisfies $d^{2}=$ 0 . In this case the curvature $F_{2}$ of connection form $A$ is given by the formula $F_{2}=d A+A^{2}=d A+\frac{1}{2}[A, A]$, where $[$,$] is the graded commutator.$

If $N=3$ then $q$ is a primitive cubic root of unity satisfying the identity $1+q+q^{2}=0$. In this case $\mathfrak{A}$ is a graded $q$-differential algebra with 3 -differential $d$ which has the property $d^{3}=0$. The curvature $F_{3}$ of connection form $A$ is given by $F_{3}=d^{2} A+d A A+[2]_{q} A d A+A^{3}$. Making use of the identity $1+q+q^{2}=0$ we get $[2]_{q}=1+q=-q^{2}$. Thus the curvature can be written in the form

$$
\begin{align*}
& F_{3}=d^{2} A+d A A-q^{2} A d A+A^{3} \\
&=d^{2} A+[d A, A]_{q}+A^{3} \tag{27}
\end{align*}
$$

where $[,]_{q}$ is the graded $q$-commutator.
Let us denote by $[\mathfrak{A}, \mathfrak{A}]_{q}$ the subspace of $\mathfrak{A}$ spanned by graded $q$-commutators $\left[P, P^{\prime}\right]_{q}$, where $P, P^{\prime}$ are homogeneous elements of graded $q$-differential algebra $\mathfrak{A}$. Let $\mathscr{V}=\oplus_{n} \mathscr{V}^{n}$ be an $N$-complex with an endomorphism of degree one $\hat{d}: \mathscr{V}^{n} \rightarrow \mathscr{V}^{n+1}$ satisfying $\hat{d}^{N}=0$. A homogeneous degree zero homomorphism of vector spaces $\tau: \mathfrak{A}^{n} \rightarrow \mathscr{V}^{n}$ which satisfies

$$
\begin{equation*}
\hat{d} \circ \tau=\tau \circ d, \quad \tau\left([\mathfrak{A}, \mathfrak{A}]_{q}\right)=0 \tag{28}
\end{equation*}
$$

will be referred to as a trace on a graded $q$-differential algebra $\mathfrak{A}$. For any positive integer $n$ the element $\tau\left(F_{N}^{n} / n!\right)$ of $N$-complex $\mathscr{V}$ will be referred to as the Chern character form of connection form $A$.
Theorem 7.The Chern character form of connection form A is closed form, i.e.

$$
\begin{equation*}
\hat{d}\left\{\tau\left(\frac{F_{N}^{n}}{n!}\right)\right\}=0 \tag{29}
\end{equation*}
$$

Proof.Let us show that $F_{N}^{n}$ satisfies the identity

$$
\begin{equation*}
d\left(F_{N}^{n}\right)+\left[A, F_{N}^{n}\right]_{q}=0 \tag{30}
\end{equation*}
$$

In the case of $N=1$ we have the Bianchi identity. Now assuming that $F_{N}^{n-1}$ satisfies (30) we will show that $F_{N}^{n}$ satisfies the same identity. We have

$$
\begin{aligned}
& d\left(F_{N}^{n}\right)+\left[A, F_{N}^{n}\right]_{q}=d\left(F_{N} F_{N}^{n-1}\right)+\left[A, F_{N}^{n}\right]_{q} \\
& \quad=d\left(F_{N}\right) F_{N}^{n-1}+q^{N} F_{N} d\left(F_{N}^{n-1}\right)+A F_{N}^{n}-F_{N}^{n} A \\
& =\left\{d\left(F_{N}\right)+\left[A, F_{N}\right]_{q}\right\} F_{N}^{n-1}+ \\
& \quad \quad+F_{N}\left\{d\left(F_{N}^{n-1}\right)+\left[A, F_{N}^{n-1}\right]_{q}\right\}=0
\end{aligned}
$$

Thus

$$
\hat{d}\left\{\tau\left(\frac{F_{N}^{n}}{n!}\right)\right\}=\frac{1}{n!} \tau\left\{d\left(F_{N}^{n}\right)\right\}=\frac{1}{n!} \tau\left(-\left[A, F_{N}^{n}\right]_{q}\right)=0
$$

Theorem 8.Let $q$ be a primitive cubic root of unity and $A(t)=t A$ be a family of grading one elements of graded $q$-differential algebra $\mathfrak{A}$. Then the following infinitesimal homotopy formula holds

$$
\begin{equation*}
\frac{\partial}{\partial t}\left\{\frac{\tau\left(F_{3}^{n}(t)\right)}{n!}\right\}=\hat{d}^{2}\left\{\frac{\tau\left(\dot{A}(t) F_{3}^{n-1}(t)\right)}{n-1!}\right\} . \tag{31}
\end{equation*}
$$

Proof.If $n=1$ then the infinitesimal homotopy formula takes the form

$$
\begin{equation*}
\frac{\partial}{\partial t}\left\{\tau\left(F_{3}(t)\right)\right\}=\hat{d}^{2}\{\tau(\dot{A}(t))\} . \tag{32}
\end{equation*}
$$

Making use of formulae (27) and

$$
\begin{equation*}
A^{3}=\frac{\left[A,[A, A]_{q}\right]_{q}}{(1-q)\left(1-q^{2}\right)}, \tag{33}
\end{equation*}
$$

we can write the left-hand side of (32) as follows

$$
\begin{array}{r}
\frac{\partial}{\partial t}\left\{\tau\left(F_{3}(t)\right)\right\}=\frac{\partial}{\partial t}\left\{\tau \left(d^{2} A(t)+[d A(t), A(t)]_{q}+\right.\right. \\
\left.\left.+\frac{\left[A(t),[A(t), A(t)]_{q}\right]_{q}}{(1-q)\left(1-q^{2}\right)}\right)\right\}=\hat{d}^{2}\{\tau(\dot{A}(t))\} .
\end{array}
$$

We show how to prove the infinitesimal homotopy formula in the case $n=2$ and for integers $n>2$ this formula can be proved in a similar way. If $n=2$ then the formula (31) takes the form

$$
\begin{equation*}
\frac{1}{2} \frac{\partial}{\partial t}\left\{\tau\left(F_{3}^{2}(t)\right)\right\}=\hat{d}^{2}\left\{\tau\left(\dot{A}(t) F_{3}(t)\right)\right\} . \tag{34}
\end{equation*}
$$

For $A(t)=t A$ we calculate the polynomial of $t$ in the left-hand side of infinitesimal homotopy formula

$$
\begin{equation*}
\frac{1}{2} \frac{\partial}{\partial t}\left\{\tau\left(F_{3}^{2}(t)\right)\right\}=\sum_{k=1}^{5} P_{k} t^{k}, \tag{35}
\end{equation*}
$$

where

$$
\begin{aligned}
P_{1}= & \left(d^{2} A\right)^{2}, \\
P_{2}= & \frac{3}{2} d^{2} A d A A-\frac{3 q^{2}}{2} d^{2} A A d A+\frac{3}{2} d A A d^{2} A- \\
& \quad-\frac{3 q^{2}}{2} d^{2} A d A d^{2} A, \\
P_{3}= & 2\left(d^{2} A A^{3}+d A A d A A-q^{2} d A A^{2} d A-\right. \\
& \left.\quad-q^{2} A(d A)^{2} A-q^{2} A d A A d A+A^{3} d^{2} A\right), \\
P_{4}= & \frac{5}{2}\left(d A A^{4}-q^{2} A d A A^{3}+A^{3} d A A-q^{2} A^{4} d A\right), \\
P_{5}= & 3 A^{6} .
\end{aligned}
$$

Obviously there are no terms with $t^{4}$ and $t^{5}$ in the righthand side of formula (34), and the polynomials $P_{4}, P_{5}$ have to be expressed in terms of graded $q$-commutators. Indeed we have
$P_{4}=\frac{5}{2}\left(2\left[d A, A^{4}\right]_{q}+\left[A^{3}, d A A\right]_{q}-q^{2}\left[A d A, A^{3}\right]_{q}\right)$,
$P_{5}=\frac{3}{(1-q)\left(1-q^{2}\right)}\left[\left[A^{2}, A^{2}\right]_{q}, A^{2}\right]_{q}$.

Now we calculate the right-hand side of formula (34). We obtain
$\dot{A}(t) F_{3}(t)=t A d^{2} A+t^{2} A d A A-q^{2} t^{2} A^{2} d A+t^{3} A^{4}$.
Differentiating twice by $d$ and comparing with the lefthand side we conclude that the formula (34) holds if three polynomials can be expressed in terms of graded $q$-commutators. Because of the limited space of the present article we will show only one of these polynomials and represent it by graded $q$-commutators. This polynomial is
$q^{2} A d A A^{2}+q A^{2} d^{2} A A+A^{3} d^{2} A+d^{2} A^{3}$,
and this polynomial can be written in the form

$$
\begin{aligned}
&\left(1-\frac{q^{2}}{3}\right)\left[A^{2}, d^{2} A A\right]_{q}+\frac{1}{3}\left[A^{2}, A d^{2} A\right]_{q}+ \\
&+\frac{2}{3}\left(q^{2}-1\right)\left[A^{2} d^{2} A, A\right]_{q}-\frac{4}{3} q^{2}\left[A,\left[A^{2}, d^{2} A\right]\right]_{q} .
\end{aligned}
$$

Integrating both sides of the formula (34) we obtain

$$
\frac{1}{2} \int_{0}^{1} \frac{\partial}{\partial t}\left\{\tau\left(F_{3}^{2}(t)\right)\right\} d t=\int_{0}^{1} \hat{d}^{2}\left\{\tau\left(\dot{A}(t) F_{3}(t)\right)\right\} d t,
$$

or

$$
\begin{equation*}
\frac{1}{2} \tau\left(F_{3}^{2}(t)\right)=\hat{d}^{2} \int_{0}^{1} \tau\left\{\dot{A}(t) F_{3}(t)\right\} d t \tag{36}
\end{equation*}
$$

The integral at the right-hand side of the previous formula will be referred to as the Chern-Simons form and it will be denoted by $\mathrm{CS}_{q}^{3}(A, \tau)$, i.e.

$$
\begin{equation*}
\operatorname{CS}_{q}^{3}(A, \tau)=\int_{0}^{1} \tau\left\{\dot{A}(t) F_{3}(t)\right\} d t . \tag{37}
\end{equation*}
$$

Since $A(t)=t A$ we can find an explicit formula for the Chern-Simons form
$\mathrm{CS}_{q}^{3}(A, \tau)=\frac{1}{2} \tau\left(A d^{2} A+\frac{2}{3} A d A A-\frac{2 q^{2}}{3} A^{2} d A+\frac{1}{2} A^{4}\right)$.

## 5. Connection on module

We begin this section by recalling the notion of $\Omega$-connection given in [9]. Suppose that $\mathfrak{A}$ is an unital associative algebra over the field of complex numbers and $\mathcal{E}$ is a left module over $\mathfrak{A}$. Let $\Omega$ be a graded differential algebra with differential $d$, such that $\Omega^{0}=\mathfrak{A}$, it means that the map $d: \mathfrak{A} \rightarrow \Omega^{1}$ is a differential calculus over $\mathfrak{A}$. Since an subspace of elements of grading one can be viewed as a $(\mathfrak{A}, \mathfrak{A})$-bimodule, the tensor product $\Omega^{1} \otimes_{\mathfrak{A}} \mathcal{E}$ clearly has the structure of left $\mathfrak{A}$-module.
Definition 1.A linear map $\nabla: \mathcal{E} \rightarrow \Omega^{1} \otimes_{\mathfrak{A}} \mathcal{E}$ is called an $\Omega$-connection if it satisfies

$$
\nabla(u s)=d u \otimes_{\mathfrak{A}} s+u \nabla(s)
$$

for any $u \in \mathfrak{A}$ and $s \in \mathcal{E}$.

Similarly to the case of connections on vector bundles, this map has a natural extension $\nabla: \Omega \otimes_{\mathfrak{A}} \mathcal{E} \rightarrow \Omega \otimes_{\mathfrak{A}} \mathcal{E}$ by setting

$$
\nabla\left(\omega \otimes_{\mathfrak{A}} s\right)=d \omega \otimes_{\mathfrak{A}} s+(-1)^{p} \omega \nabla(s)
$$

where $\omega \in \Omega^{p}$ and $s \in \mathcal{E}$.
Now our aim is to generalize a notion of $\Omega$-connection taking graded $q$-differential algebra instead of graded differential algebra $\Omega$. Let $\mathfrak{A}$ be an unital associative $\mathbb{C}$-algebra, $\Omega_{q}$ is a graded $q$-differential algebra with $N$-differential $d$ and $\mathfrak{A}=\Omega_{q}^{0}$. Let $\mathcal{E}$ be a left $\mathfrak{A}$-module. Considering algebra $\Omega_{q}$ as the $(\mathfrak{A}, \mathfrak{A})$-bimodule we take the tensor product of left $\mathfrak{A}$-modules $\Omega_{q} \otimes_{\mathfrak{A}} \mathcal{E}$ which clearly has the structure of left $\mathfrak{A}$-module. To shorten the notation, we denote this left $\mathfrak{A}$-module by $\mathfrak{F}$. Taking into account that an algebra $\Omega_{q}$ can be viewed as the direct sum of $(\mathfrak{A}, \mathfrak{A})$-bimodules $\Omega_{q}^{i}$ we can split the left $\mathfrak{A}$-module $\mathfrak{F}$ into the direct sum of the left $\mathfrak{A}$-modules $\mathfrak{F}^{i}=\Omega_{q}^{i} \otimes_{\mathfrak{A}} \mathcal{E}$, i.e. $\mathfrak{F}=\oplus_{i} \mathfrak{F}^{i}$, which means that $\mathfrak{F}$ inherits the graded structure of algebra $\Omega_{q}$, and $\mathfrak{F}$ is the graded left $\mathfrak{A}$-module. It is worth noting that the left $\mathfrak{A}$-submodule $\mathfrak{F}^{0}=\mathfrak{A} \otimes_{\mathfrak{A}} \mathcal{E}$ of elements of grading zero is isomorphic to a left $\mathfrak{A}$-module $\mathcal{E}$, where isomorphism $\varphi: \mathcal{E} \rightarrow \mathfrak{F}^{0}$ can be defined for any $s \in \mathcal{E}$ by

$$
\begin{equation*}
\varphi(s)=e \otimes_{\mathfrak{A}} s \tag{38}
\end{equation*}
$$

where $e$ is the identity element of algebra $\mathfrak{A}$. Since a graded $q$-differential algebra $\Omega_{q}$ can be viewed as the $\left(\Omega_{q}, \Omega_{q}\right)$ bimodule, the left $\mathfrak{A}$-module $\mathfrak{F}$ can be also considered as the left $\Omega_{q}$-module, and we will use this structure to describe a concept of $N$-connection. Let us mention that multiplication by elements of $\Omega^{i}$, where $i \neq 0$, does not preserve the graded structure of the left $\Omega_{q}$-module $\mathfrak{F}$.

The tensor product $\mathfrak{F}$ has also the structure of the vector space over $\mathbb{C}$ where this vector space is the tensor product of the vector spaces $\Omega_{q}$ and $\mathcal{E}$. It is evident that $\mathfrak{F}$ is a graded vector space, i.e. $\mathfrak{F}=\oplus_{i} \mathfrak{F}^{i}$, where $\mathfrak{F}^{i}=\Omega_{q}^{i} \otimes_{\mathbb{C}} \mathcal{E}$. Due to the structure of vector space of $\mathfrak{F}$ we can introduce the notion of linear operator on $\mathfrak{F}$. We denote the vector space of linear operators on $\mathfrak{F}$ by $\mathfrak{L}(\mathfrak{F})$. The structure of the graded vector space of $\mathfrak{F}$ induces the structure of a graded vector space on $\mathfrak{L}(\mathfrak{F})$, and we shall denote the subspace of homogeneous linear operators of degree $i$ by $\mathfrak{L}^{i}(\mathfrak{F})$.

Definition 2.An $N$-connection on the left $\Omega_{q}$-module $\mathfrak{F}$ is a linear operator $\nabla_{q}: \mathfrak{F} \rightarrow \mathfrak{F}$ of degree one satisfying the condition

$$
\begin{equation*}
\nabla_{q}\left(\omega \otimes_{\mathfrak{A}} s\right)=d \omega \otimes_{\mathfrak{A}} s+q^{|\omega|} \omega \nabla_{q}(s) \tag{39}
\end{equation*}
$$

where $\omega \in \Omega_{q}^{k}, s \in \mathcal{E}$, and $|\omega|$ is the degree of the homogeneous element of algebra $\Omega_{q}$.

Making use of the previously introduced notations we can write $\nabla_{q} \in \mathfrak{L}^{1}(\mathfrak{F})$. It is worth pointing out that if $N=2$ then $q=-1$, and in this particular case the Definition 2
gives us the algebraic analog of a classical connection. We see that connection on vector bundle can be viewed as a linear map on a left module of sections of vector bundle, taking values in algebra of differential 1 -forms with values in this vector bundle, which clearly has a structure of a left module over an algebra of smooth functions on a base manifold. Hence a concept of a $N$-connection can be viewed as a generalization of a classical connection.

One can define an $N$-connection on right modules. If $\mathcal{E}^{R}$ is a right $\mathfrak{A}$-module, a $N$-connection on $\mathfrak{G}=\mathcal{E}^{R} \otimes_{\mathfrak{A}} \Omega_{q}$ is a linear map $\nabla_{q}: \mathfrak{G} \rightarrow \mathfrak{G}$ of degree one such that $\nabla_{q}\left(\xi \otimes_{\mathfrak{A}} \omega\right)=\xi \otimes_{\mathfrak{A}} d \omega+q^{\omega} \nabla_{q}(\xi) \omega$ for any $\xi \in \mathcal{E}^{R}$ and homogeneous element $\omega \in \Omega_{q}$.

Let $\mathcal{E}$ be a left $\mathfrak{A}$-module. The set of all homomorphisms of $\mathcal{E}$ into $\mathfrak{A}$ has the structure of the dual module of the left $\mathfrak{A}$-module $\mathcal{E}$ and is denoted by $\mathcal{E}^{*}$. It is evident that $\mathcal{E}^{*}$ is a right $\mathfrak{A}$-module.
Definition 3.A linear map $\nabla_{q}^{*}: \mathcal{E}^{*} \rightarrow \mathcal{E}^{*} \otimes_{\mathfrak{A}} \Omega_{q}^{1}$ defined as follows

$$
\nabla_{q}^{*}(\eta)(\xi)=d(\eta(\xi))-\eta\left(\nabla_{q}(\xi)\right)
$$

where $\xi \in \mathcal{E}, \eta \in \mathcal{E}^{*}$ and $\nabla_{q}$ is an $N$-connection on $\mathcal{E}$, is said to be the dual connection of $\nabla_{q}$.
It is easy to verify that $\nabla_{q}^{*}$ has a structure of $N$-connection on the right module $\mathcal{E}^{*}$. Indeed, for any $f \in \mathfrak{A}, \eta \in \mathcal{E}^{*}$, $\xi \in \mathcal{E}$ we have

$$
\begin{aligned}
\nabla_{q}^{*}(\eta f)(\xi) & =d(\eta f(\xi))-(\eta f)\left(\nabla_{q} \xi\right) \\
& =d(\eta(\xi) f)-\eta\left(\nabla_{q} \xi\right) f \\
& =d(\eta(\xi)) f+\eta(\xi) \otimes_{\mathfrak{A}} d f-\eta\left(\nabla_{q} \xi\right) f \\
& =\eta(\xi) \otimes_{\mathfrak{A}} d f+\nabla_{q}^{*}(\eta(\xi)) f
\end{aligned}
$$

In order to define a Hermitian structure on a right $\mathfrak{A}$-module $\mathcal{E}$ we assume $\mathfrak{A}$ to be a graded $q$-differential algebra with involution $*$ such that the largest linear subset contained in the convex cone $C \in \mathfrak{A}$ generated by $a^{*} a$ is equal to zero, i.e. $C \cap(-C)=0$. The right $\mathfrak{A}$-module $\mathcal{E}$ is called a Hermitian module if $\mathcal{E}$ is endowed with a sesquilinear map $h: \mathcal{E} \times \mathcal{E} \rightarrow \mathfrak{A}$ which satisfies

$$
\begin{aligned}
& h\left(\xi \omega, \xi \omega^{\prime}\right)=\omega^{*} h\left(\xi, \xi^{\prime}\right) \omega^{\prime}, \quad \forall \omega, \omega^{\prime} \in \mathfrak{A}, \forall \xi, \xi^{\prime} \in \mathcal{E} \\
& h(\xi, \xi) \in C, \quad \forall \xi \in \mathcal{E} \text { and } h(\xi, \xi)=0 \Rightarrow \xi=0
\end{aligned}
$$

We have used the convention for sesquilinear map to take the second argument to be linear, therefore we define a Hermitian structure on right modules. In a similar manner one can define a Hermitian structure on left modules.

Definition 4.An $N$-connection $\nabla_{q}$ on a Hermitian right $\mathfrak{A}$ module $\mathcal{E}$ is said to be consistent with a Hermitian structure of $\mathcal{E}$ if it satisfies

$$
d h\left(\xi, \xi^{\prime}\right)=h\left(\nabla_{q}(\xi), \xi^{\prime}\right)+h\left(\xi, \nabla_{q}\left(\xi^{\prime}\right)\right)
$$

where $\xi, \xi^{\prime} \in \mathcal{E}$.

Our next aim is to define a curvature of $N$-connection. Following [3] we start with
Proposition 1.The $N$-th power of any $N$-connection $\nabla_{q}$ is the endomorphism of degree $N$ of the left $\Omega_{q}$-module $\mathfrak{F}$.
Proof.It suffices to verify that for any homogeneous element $\omega \in \Omega_{q}$ an endomorphism $\nabla_{q} \in \mathfrak{L}^{1}(\mathfrak{F})$ satisfies the condition

$$
\nabla_{q}^{N}\left(\omega \otimes_{\mathfrak{A}} s\right)=\omega \nabla_{q}^{N}(s) .
$$

We expand the $k$-th power of $\nabla_{q}$ as follows

$$
\nabla_{q}^{k}\left(\omega \otimes_{\mathfrak{A}} s\right)=\sum_{m=0}^{k} q^{m|\omega|}\left[\begin{array}{c}
k  \tag{40}\\
m
\end{array}\right]_{q} d^{k-m} \omega \nabla_{q}^{m}(s)
$$

where $\left[\begin{array}{c}k \\ m\end{array}\right]_{q}$ are the $q$-binomial coefficients. Since $d$ is the $N$-differential of a graded $q$-differential algebra $\Omega_{q}$ we have $d^{N} \omega=0$. According to $\left[\begin{array}{l}N \\ m\end{array}\right]_{q}=0$ for $1 \leq m \leq$ $N-1$, we see that in the case of $k=N$ the expansion (40) takes the following form

$$
\begin{equation*}
\nabla_{q}^{N}\left(\omega \otimes_{\mathfrak{A}} s\right)=q^{N|\omega|} \omega \nabla_{q}^{N}(s)=\omega \nabla_{q}^{N}(s) \tag{41}
\end{equation*}
$$

and this clearly shows that $\nabla_{q}^{N}$ is the endomorphism of the left $\Omega_{q}$-module $\mathfrak{F}$.

This proposition allows us to define the curvature of N connection as follows
Definition 5.The endomorphism $F=\nabla_{q}^{N}$ of degree $N$ of the left $\Omega_{q}$-module $\mathfrak{F}$ is said to be the curvature of a $N$ connection $\nabla_{q}$.

Suppose that $\mathfrak{L}(\mathfrak{F})$ is the graded vector space. We proceed to show that $\mathfrak{L}(\mathfrak{F})$ has a structure of graded algebra. To this end, we take the product $A \circ B$ of two linear operators $A, B$ of the vector space $\mathfrak{F}$ as an algebra multiplication. If $A: \mathfrak{F} \rightarrow \mathfrak{F}$ is a homogeneous linear operator than we can extend it to the linear operator $L_{A}: \mathfrak{L}(\mathfrak{F}) \rightarrow \mathfrak{L}(\mathfrak{F})$ on the whole graded algebra of linear operators $\mathfrak{L}(\mathfrak{F})$ by means of the graded $q$-commutator as follows

$$
\begin{equation*}
L_{A}(B)=[A, B]_{q}=A \circ B-q^{|A||B|} B \circ A \tag{42}
\end{equation*}
$$

where $B$ is a homogeneous linear operator. It makes allowable to extend an $N$-connection $\nabla_{q}$ to the linear operator on the vector space $\mathfrak{L}(\mathfrak{F})$

$$
\begin{equation*}
\nabla_{q}(A)=\left[\nabla_{q}, A\right]_{q}=\nabla_{q} \circ A-q^{|A|} A \circ \nabla_{q}, \tag{43}
\end{equation*}
$$

where $A$ is a homogeneous linear operator. As it follows from the Definition (2), $\nabla_{q}$ is the linear operator of degree one on the vector space $\mathfrak{L}(\mathfrak{F})$, i.e. $\nabla_{q}: \mathfrak{L}^{i}(\mathfrak{F}) \rightarrow \mathfrak{L}^{i+1}(\mathfrak{F})$, and $\nabla_{q}$ satisfies the graded $q$-Leibniz rule with respect to the algebra structure of $\mathfrak{L}(\mathfrak{F})$. Consequently the curvature $F$ of an $N$-connection can be viewed as the linear operator of degree $N$ on the vector space $\mathfrak{F}$, i.e. $F \in \mathfrak{L}^{N}(\mathfrak{F})$. Therefore one can act on $F$ by $N$-connection $\nabla_{q}$, and it holds that

Proposition 2.For any $N$-connection $\nabla_{q}$ the curvature $F$ of this connection satisfies the Bianchi identity $\nabla_{q}(F)=$ 0 .

Proof.We have
$\nabla_{q}(F)=\nabla_{q} \circ F-q^{N} F \circ \nabla_{q}=\nabla_{q}^{N+1}-\nabla_{q}^{N+1}=0$.
The following theorem shows that not every left $\mathfrak{A}$-module admits an $N$-connection [5]. In analogy with the theory of $\Omega$-connection [9] we can prove that there is an $N$-connection on every projective module. Let us first prove the following proposition.

Proposition 3.If $\mathcal{E}=\mathfrak{A} \otimes V$ is a free $\mathfrak{A}$-module, where $V$ is a $\mathbb{C}$-vector space, then $\nabla_{q}=d \otimes I_{V}$ is $N$-connection on $\mathcal{E}$ and this connection is flat, i.e. its curvature vanishes.

Proof.Indeed, $\nabla_{q}: \mathfrak{A} \otimes V \rightarrow \Omega_{q}^{1} \otimes(\mathfrak{A} \otimes V)$ and

$$
\begin{aligned}
\nabla_{q}(f(g \otimes v)) & =\left(d \otimes I_{V}\right)(f(g \otimes v))=d(f g) \otimes v= \\
& =(d f g) \otimes v+f(d g \otimes v) \\
& =d f \otimes_{\mathfrak{A}}(g \otimes v)+f \nabla_{q}(g \otimes v)
\end{aligned}
$$

where $f, g \in \mathfrak{A}, v \in V$. Since $d$ satisfies $d^{N}=0$ and $q$ is a primitive $N$ th root of unity, we get

$$
\nabla_{q}^{N}(f(g \otimes v))=\sum_{k+m=N}\left[\begin{array}{l}
N \\
m
\end{array}\right]_{q} d^{k} f\left(d^{m} g \otimes v\right)=0
$$

i. e. the curvature of such a $N$-connection vanishes.

## Theorem 9.Every projective module admits an $N$-connec-

 tion.Proof.Let $\mathcal{P}$ be a projective module. From the theory of modules it is known that a module $\mathcal{P}$ is projective if and only if there exists a module $\mathcal{N}$ such that $\mathcal{E}=\mathcal{P} \oplus \mathcal{N}$ is a free module. A free left $\mathfrak{A}$-module $\mathcal{E}$ can be represented as the tensor product $\mathfrak{A} \otimes V$, where $V$ is a $\mathbb{C}$-vector space. A linear map $\nabla_{q}=\pi \circ\left(d \otimes I_{V}\right): \mathcal{P} \rightarrow \Omega_{q}^{1} \otimes_{\mathfrak{A}} \mathcal{P}$ is a $N$-connection on a projective module $\mathcal{P}$, where $d \otimes I_{V}$ is a $N$-connection on a left $\mathfrak{A}$-module $\mathcal{E}, \pi$ is the projection on the first summand in the direct sum $\mathcal{P} \oplus \mathcal{N}$ and $\pi\left(\omega \otimes_{\mathfrak{A}}\right.$ $(g \otimes v))=\omega \otimes_{\mathfrak{A}} \pi(g \otimes v)=\omega \otimes_{\mathfrak{A}} m$, where $\omega \in \Omega_{q}^{1}$, $g \in \mathfrak{A}, v \in V, m \in \mathcal{P}$. Taking into account Proposition 3 we get

$$
\begin{aligned}
\nabla_{q}(f m) & =\pi\left(\left(d \otimes I_{V}\right)(f m)\right)=\pi\left(d f \otimes_{\mathfrak{A}} m+f d m\right)= \\
& =d f \otimes_{\mathfrak{A}} \pi(m)+f \nabla_{q}(m) \\
& =d f \otimes_{\mathfrak{A}} m+f \nabla_{q}(m)
\end{aligned}
$$

where $f \in \mathfrak{A}, m \in \mathcal{P}$.

## Acknowledgement

The authors gratefully acknowledge the financial support of Estonian Science Foundation under the research grant ETF9328 and this work was supported by institutional research funding IUT20-57 of the Estonian Ministry of Education and Research.

## References

[1] V. Abramov, R. Kerner, Reports on Math. Phys., 43, 179 (1999).
[2] V. Abramov, R.Kerner, Journ. of Math. Physics, 41, 5598 (2000).
[3] V. Abramov, Proc. Estonian Acad. Sci. Phys. Math. 55, 3 (2006).
[4] V. Abramov, J. Nonlinear Math. Phys. 13 (Supplement), 1 (2006).
[5] V. Abramov and O. Liivapuu, Proc. Estonian Acad. Sci. Phys. Math. 59, 256 (2010).
[6] M. Dubois-Violette and R. Kerner, Acta Math. Univ. Comenian. 65, 175 (1996).
[7] M. Dubois-Violette, K-Theory, 14, 371 (1998).
[8] M. Dubois-Violette, In: Contemporary Mathematics, M. Henneaux, J. Krasilshchik and A. Vinogradov (Eds.), 219, 69 (American Mathematical Society, 1998).
[9] M. Dubois-Violette, In: Noncommutative Differential Geometry and its Applications to Physics, Y. Maeda, H. Moriyoshi, H. Omori, D. Sternheimer, T. Tate and S. Watamura (Eds.), 23, 245 (Math. Phys. Stud., 2001).
[10] M. Dubois-Violette, In: Contemporary Mathematics, R. Coquereaux, A. Garcia and R. Trinchero (Eds.), 294, 59 (American Mathematical Society, 2002).
[11] M. Dubois-Violette, Bulg. J. Phys., 36, 227 (2009).
[12] S. Heubach and T. Mansour, Combinatorics of Compositions and Words (CRC Press, 2009).
[13] M. M. Kapranov, http://xxx.lanl.gov/abs/q-alg/9611005.
[14] R. Kerner, C.R. Acad. Sci. Paris, 312 (serie II), 191 (1991).
[15] R. Kerner, Lett. in Math. Phys., 36, 441 (1996).
[16] D. Quillen, In: The Interface of Mathematics and Particle Physics, D.G. Quillen, G.B. Segal, and S.T. Tsou (Eds.), textbf24, 117 (Clarendon Press, Oxford, 1990)


Viktor Abramov is a Professor of Geometry and Topology at the Faculty of Mathematics and Computer Science of the University of Tartu (Estonia). He received Doctor's degree in 1987 from Belarusian State University (Minsk). He has been a senior researcher at the Laboratory of Gravitation and Cosmology at the University Paris VI. He has published over 30 papers in international reviewed journals and has been an invited speaker of number of conferences. His major research interests are generalizations of structures of differential geometry in noncommutative geometry, topological quantum field theories and their BRST-symmetries, ternary algebras, calculus of cubic matrices and generalization of supersymmetric field theory.


Olga Liivapuu is an Associate Professor at the Institute of Technology of the Estonian University of Life Sciences. She recieved Ph.D. degree in mathematics from Univesity of Tartu in 2011. Her current research interests include graded $q$-differential algebras, generalization of exterior calculus, generalized cohomologies, generalization of connection.


[^0]:    * Corresponding author e-mail: viktor.abramov@ut.ee

