# New Exact Solutions to the KdV and ( $N+1$ )-Dimensional Double Sinh-Gordon Equation by the Extended Trial Equation Method 

Abdullah Sonmezoglu ${ }^{1}$, Mehmet Ekici ${ }^{1, *}$ and Elsayed M. E. Zayed ${ }^{2}$<br>${ }^{1}$ Department of Mathematics, Faculty of Science and Arts, Bozok University, 66100 Yozgat, Turkey<br>${ }^{2}$ Department of Mathematics, Faculty of Science, Zagazig University, P.O. Box 44519, Zagazig, Egypt

Received: 13 Aug. 2014, Revised: 18 Oct. 2014, Accepted: 20 Oct. 2014
Published online: 1 May 2015


#### Abstract

In this paper we introduce a new version of the trial equation method for solving non-integrable partial differential equations in mathematical physics. Some exact solutions including soliton solutions, rational and elliptic function solutions to the KdV equation and the $(N+1)$-dimensional double sinh-Gordon equation are obtained by this method.
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## 1 Introduction

The exact solutions of nonlinear partial differential equations (NLPDEs) have been investigated by many authors who are interested in nonlinear phenomena which exist in all fields including either the scientific works or engineering fields, such as fluid mechanics, chemical physics, chemical kinematics, plasma physics, elastic media, optical fibers, solid state physics, biology, biophysics and so on. The research of traveling wave solutions of some nonlinear evolution equations derived from such fields played an important role in the analysis of some phenomena.

The theory of nonlinear evolution equations (NLEEs) has come a long way through. There are a large number of nonlinear evolution equations that are studied nowadays. These equations are especially generated as a generalized and combined versions of the existing version of the well-known equations like the Korteweg-de Vries (KdV) equations [1], sine-Gordon equations and many more.

The objective of our present work is to apply the extended trial equation method to the two generalized nonlinear equations: the KdV equation and the ( $N+1$ )-dimensional double sinh-Gordon equation. The KdV equation has several connections to physical problems. It describes the evolution one-dimensional
waves in many physical settings, including: shallow-water waves with weakly nonlinear restoring forces, acoustic waves on a crystal lattice, and more. The ( $N+1$ )-dimensional double sinh-Gordon equation is an important model equation and plays an important role in physics. It has numerous applications in physics, such as nonlinear optics, Josephson array, ferromagnetic materials, charge density waves, and the study of liquid helium, and so on. For example, this equation arises in resonant nonlinear optics in the theory of self-induced transparency when the atoms of the resonant medium have degenerate energy levels.

Many powerful methods, such as the Backlund transformation, the inverse scattering method [2], bilinear transformation, the tanh-sech method [3], the extended tanh method, the pseudo-spectral method [4], the trial function and the sine-cosine method [5], Hirota method [6], tanh-coth method [7,8], the exponential function method [9], $\left(G^{\prime} / G\right)$-expansion method [10,11], homogeneous balance method [12], the trial equation method $[13,14,15,16,17,18,19,20,21,22]$ have been used to investigate nonlinear partial differential equations problems. The types of solutions of NLEEs, that are integrated using various mathematical techniques, are very important and appear in various areas of physics,

[^0]applied mathematics and engineering. There are a lot of nonlinear evolution equations that are integrated using these and other mathematical methods.

In this paper, the KdV equation with power law nonlinearity and double sinh-Gordon equation will be studied by extended trial equation. By virtue of the solitary wave ansatz method, an exact 1 -soliton solution will be obtained. The extended trial equation method will be employed to back up our analysis in obtaining exact solutions with distinct physical structures.

## 2 The extended trial equation method

Step 1. For a given nonlinear partial differential equation with rank inhomogeneous

$$
\begin{equation*}
P\left(u, u_{t}, u_{x}, u_{x x}, \ldots\right)=0 \tag{1}
\end{equation*}
$$

take the wave transformation

$$
\begin{equation*}
u\left(x_{1}, \ldots, x_{N}, t\right)=u(\eta), \quad \eta=\lambda\left(\sum_{j=1}^{N} x_{j}-c t\right) \tag{2}
\end{equation*}
$$

where $\lambda \neq 0$ and $c \neq 0$. Substituting Eq. (2) into Eq. (1) yields a nonlinear ordinary differential equation,

$$
\begin{equation*}
N\left(u, u^{\prime}, u^{\prime \prime}, \ldots\right)=0 \tag{3}
\end{equation*}
$$

Step 2. Take transformation and trial equation as follows:

$$
\begin{equation*}
u=\sum_{i=0}^{\delta} \tau_{i} \Gamma^{i} \tag{4}
\end{equation*}
$$

in which

$$
\begin{equation*}
\left(\Gamma^{\prime}\right)^{2}=\Lambda(\Gamma)=\frac{\Phi(\Gamma)}{\Psi(\Gamma)}=\frac{\xi_{\theta} \Gamma^{\theta}+\ldots+\xi_{1} \Gamma+\xi_{0}}{\zeta_{\varepsilon} \Gamma^{\varepsilon}+\ldots+\zeta_{1} \Gamma+\zeta_{0}} \tag{5}
\end{equation*}
$$

where $\tau_{i}(i=0, \ldots, \delta), \xi_{i}(i=0, \ldots, \theta)$ and $\zeta_{i}(i=0, \ldots, \varepsilon)$ are constants. Using the relations (4) and (5), we can find

$$
\begin{gather*}
\left(u^{\prime}\right)^{2}=\frac{\Phi(\Gamma)}{\Psi(\Gamma)}\left(\sum_{i=0}^{\delta} i \tau_{i} \Gamma^{i-1}\right)^{2},  \tag{6}\\
u^{\prime \prime}=\frac{\Phi^{\prime}(\Gamma) \Psi(\Gamma)-\Phi(\Gamma) \Psi^{\prime}(\Gamma)}{2 \Psi^{2}(\Gamma)}\left(\sum_{i=0}^{\delta} i \tau_{i} \Gamma^{i-1}\right) \\
+\frac{\Phi(\Gamma)}{\Psi(\Gamma)}\left(\sum_{i=0}^{\delta} i(i-1) \tau_{i} \Gamma^{i-2}\right), \tag{7}
\end{gather*}
$$

where $\Phi(\Gamma)$ and $\Psi(\Gamma)$ are polynomials. Substituting these terms into Eq. (3) yields an equation of polynomial $\Omega(\Gamma)$ of $\Gamma$ :

$$
\begin{equation*}
\Omega(\Gamma)=\rho_{s} \Gamma^{s}+\ldots+\rho_{1} \Gamma+\rho_{0}=0 . \tag{8}
\end{equation*}
$$

According to the balance principle we can determine a relation of $\theta, \varepsilon$, and $\delta$. We can take some values of $\theta, \varepsilon$, and $\delta$.
Step 3. Let the coefficients of $\Omega(\Gamma)$ all be zero will yield an algebraic equations system:

$$
\begin{equation*}
\rho_{i}=0, \quad i=0, \ldots, s \tag{9}
\end{equation*}
$$

Solving this equations system (9), we will determine the values of $\xi_{0}, \ldots, \xi_{\theta} ; \zeta_{0}, \ldots, \zeta_{\varepsilon}$ and $\tau_{0}, \ldots, \tau_{\delta}$.
Step 4. Reduce Eq. (5) to the elementary integral form,

$$
\begin{equation*}
\pm\left(\eta-\eta_{0}\right)=\int \frac{d \Gamma}{\sqrt{\Lambda(\Gamma)}}=\int \sqrt{\frac{\Psi(\Gamma)}{\Phi(\Gamma)}} d \Gamma \tag{10}
\end{equation*}
$$

Using a complete discrimination system for polynomial to classify the roots of $\Phi(\Gamma)$, we solve the infinite integral (10) and obtain the exact solutions to Eq. (3). Furthermore, we can write the exact traveling wave solutions to Eq. (1) respectively.

## 3 Applications of the extended trial equation method

To illustrate the necessity of our new approach concerning the trial equation method, we introduce two case studies.

### 3.1 The KdV equation

We start our application by considering the KdV equation with power-law nonlinearity [23,24],

$$
\begin{equation*}
u_{t}+\alpha(n+1) u^{n} u_{x}+\beta u_{x x x}=0 \tag{11}
\end{equation*}
$$

where $\alpha$ and $\beta$ are two nonzero coefficients and $n>2$. We note that when $n=1$ and $\alpha=3$, Eq. (11) is known as the KdV equation and when $n=2$ and $\alpha=2$ it is known as the mKdV equation. Now as far as the domain restriction is considered, it must be very clearly stated that $n \neq 4$ (see [25] for more details).

In order to look for solutions of Eq. (11), we make the transformation

$$
\begin{equation*}
u(x, t)=u(\eta), \quad \eta=x-c t \tag{12}
\end{equation*}
$$

where $c$ is an arbitrary constant. Then, Eq. (13) becomes

$$
\begin{equation*}
-c u^{\prime}+\alpha(n+1) u^{n} u^{\prime}+\beta u^{\prime \prime \prime}=0 \tag{13}
\end{equation*}
$$

Integrating Eq. (13) ones with respect to $\eta$ and setting the integration constant equal to zero, we obtain:

$$
\begin{equation*}
-c u+\alpha u^{n+1}+\beta u^{\prime \prime}=0 . \tag{14}
\end{equation*}
$$

Eq. (14), with the transformation

$$
\begin{equation*}
u=\omega^{1 / n} \tag{15}
\end{equation*}
$$

reduces to

$$
\begin{equation*}
n \beta \omega \omega^{\prime \prime}+\beta(1-n)\left(\omega^{\prime}\right)^{2}-c n^{2} \omega^{2}+n^{2} \alpha \omega^{3}=0 \tag{16}
\end{equation*}
$$

Substituting Eqs. (6) and (7) into Eq. (16) and using balance principle yields $\theta=\varepsilon+\delta+2$.
If we take $\theta=3, \varepsilon=0$ and $\delta=1$, then

$$
\begin{equation*}
\left(\omega^{\prime}\right)^{2}=\frac{\tau_{1}^{2}\left(\xi_{3} \Gamma^{3}+\xi_{2} \Gamma^{2}+\xi_{1} \Gamma+\xi_{0}\right)}{\zeta_{0}} \tag{17}
\end{equation*}
$$

where $\xi_{3} \neq 0, \zeta_{0} \neq 0$. Respectively, solving the algebraic equation system (9) yields

$$
\begin{gather*}
\zeta_{0}=\zeta_{0}, \quad \xi_{2}=\xi_{2}, \quad \tau_{0}=\tau_{0}, \quad \tau_{1}=\tau_{1} \\
\xi_{0}=\frac{\tau_{0}^{2}\left(4 n^{2} \alpha \zeta_{0} \tau_{0}+\beta \xi_{2}(n+2)\right)}{\beta \tau_{1}^{2}(n+2)} \\
\xi_{1}=\frac{2 \tau_{0}\left(3 n^{2} \alpha \zeta_{0} \tau_{0}+\beta \xi_{2}(n+2)\right)}{\beta \tau_{1}(n+2)}  \tag{18}\\
\xi_{3}=-\frac{2 n^{2} \alpha \zeta_{0} \tau_{1}}{\beta(n+2)}, \quad c=\frac{6 n^{2} \alpha \zeta_{0} \tau_{0}+\beta \xi_{2}(n+2)}{n^{2} \zeta_{0}(n+2)}
\end{gather*}
$$

Substituting these results into Eq. (5) and Eq. (10), we can write
$\pm\left(\eta-\eta_{0}\right)=\sqrt{-\frac{\beta(n+2)}{2 n^{2} \alpha \tau_{1}}} \times \int \frac{d \Gamma}{\sqrt{\Gamma^{3}+\ell_{2} \Gamma^{2}+\ell_{1} \Gamma+\ell_{0}}}$,
where

$$
\begin{gather*}
\ell_{2}=-\frac{\beta \xi_{2}(n+2)}{2 n^{2} \alpha \zeta_{0} \tau_{1}} \\
\ell_{1}=-\frac{\tau_{0}\left(3 n^{2} \alpha \zeta_{0} \tau_{0}+\beta \xi_{2}(n+2)\right)}{n^{2} \alpha \zeta_{0} \tau_{1}^{2}}  \tag{20}\\
\ell_{0}=-\frac{\tau_{0}^{2}\left(4 n^{2} \alpha \zeta_{0} \tau_{0}+\beta \xi_{2}(n+2)\right)}{2 n^{2} \alpha \zeta_{0} \tau_{1}^{3}}
\end{gather*}
$$

Integrating Eq. (19), we obtain the solutions to the Eq. (11) as follows:

$$
\begin{gather*}
\pm\left(\eta-\eta_{0}\right)=-2 \sqrt{\frac{A}{\Gamma-\alpha_{1}}}  \tag{21}\\
\pm\left(\eta-\eta_{0}\right)=2 \sqrt{\frac{A}{\alpha_{2}-\alpha_{1}}} \arctan \sqrt{\frac{\Gamma-\alpha_{2}}{\alpha_{2}-\alpha_{1}}}, \quad \alpha_{2}>\alpha_{1}  \tag{22}\\
\pm\left(\eta-\eta_{0}\right)=\sqrt{\frac{A}{\alpha_{1}-\alpha_{2}}} \ln \left|\frac{\sqrt{\Gamma-\alpha_{2}}-\sqrt{\alpha_{1}-\alpha_{2}}}{\sqrt{\Gamma-\alpha_{2}}+\sqrt{\alpha_{1}-\alpha_{2}}}\right| \\
\alpha_{1}>\alpha_{2} \tag{23}
\end{gather*}
$$

$$
\begin{equation*}
\pm\left(\eta-\eta_{0}\right)=2 \sqrt{\frac{A}{\alpha_{1}-\alpha_{3}}} F(\varphi, l), \quad \alpha_{1}>\alpha_{2}>\alpha_{3} \tag{24}
\end{equation*}
$$

where

$$
\begin{equation*}
F(\varphi, l)=\int_{0}^{\varphi} \frac{d \psi}{\sqrt{1-l^{2} \sin ^{2} \psi}}, \quad \varphi=\arcsin \sqrt{\frac{\Gamma-\alpha_{3}}{\alpha_{2}-\alpha_{3}}} \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
l^{2}=\frac{\alpha_{2}-\alpha_{3}}{\alpha_{1}-\alpha_{3}}, \quad A=-\frac{\beta(n+2)}{2 n^{2} \alpha \tau_{1}} \tag{26}
\end{equation*}
$$

Also $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ are the roots of the polynomial equation

$$
\begin{equation*}
\Gamma^{3}+\frac{\xi_{2}}{\xi_{3}} \Gamma^{2}+\frac{\xi_{1}}{\xi_{3}} \Gamma+\frac{\xi_{0}}{\xi_{3}}=0 \tag{27}
\end{equation*}
$$

Substituting the solutions (21), (22), (23) into (4) and (15), denoting $\bar{\tau}=\tau_{0}+\tau_{1} \alpha_{1}$, and setting

$$
\begin{equation*}
v=\frac{6 n^{2} \alpha \zeta_{0} \tau_{0}+\beta \xi_{2}(n+2)}{n^{2} \zeta_{0}(n+2)} \tag{28}
\end{equation*}
$$

we get

$$
\begin{equation*}
u(x, t)=\left[\bar{\tau}+\frac{4 \tau_{1} A}{\left(x-v t-\eta_{0}\right)^{2}}\right]^{\frac{1}{n}} \tag{29}
\end{equation*}
$$

$u(x, t)=\left\{\bar{\tau}+\tau_{1}\left(\alpha_{2}-\alpha_{1}\right)\left[1-\tanh ^{2}\left(\mp B\left(x-v t-\eta_{0}\right)\right)\right]\right\}_{(30)}^{\frac{1}{n}}$,

$$
\begin{equation*}
u(x, t)=\left\{\bar{\tau}+\tau_{1}\left(\alpha_{1}-\alpha_{2}\right) \operatorname{cosech}^{2}(B(x-v t))\right\}^{\frac{1}{n}} \tag{31}
\end{equation*}
$$

where $B=\frac{1}{2} \sqrt{\frac{\alpha_{1}-\alpha_{2}}{A}}$. If we take $\tau_{0}=-\tau_{1} \alpha_{1}$, that is $\bar{\tau}=0$, and $\eta_{0}=0$, then the solutions (29), (30), (31) can reduce to rational function solution

$$
\begin{equation*}
u(x, t)=\left(\frac{2 \sqrt{\tau_{1} A}}{x-v t}\right)^{\frac{2}{n}} \tag{32}
\end{equation*}
$$

1-soliton solution

$$
\begin{equation*}
u(x, t)=\frac{A_{1}}{\cosh ^{\frac{2}{n}}[\mp B(x-v t)]} \tag{33}
\end{equation*}
$$

and singular soliton solution

$$
\begin{equation*}
u(x, t)=\frac{A_{2}}{\sinh ^{\frac{2}{n}}[B(x-v t)]} \tag{34}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{1}=\left[\tau_{1}\left(\alpha_{2}-\alpha_{1}\right)\right]^{\frac{1}{n}}, \quad A_{2}=\left[\tau_{1}\left(\alpha_{1}-\alpha_{2}\right)\right]^{\frac{1}{n}} \tag{35}
\end{equation*}
$$

Here, $A_{1}$ and $A_{2}$ are the amplitudes of the solitons, while $v$ is the velocity and $B$ is the inverse width of the solitons. Thus, we can say that the solitons exist for $\tau_{1}>0$.


Fig. 1: Profile of a numerical solution of (33) at $n=2, A_{1}=$ $1, B=1$ while $v=1$.


Fig. 2: Profile of a numerical solution of (34) at $n=2, A_{2}=$ $1, B=1$ while $v=1$.

### 3.2 The $(N+1)$-dimensional double sinh-Gordon equation

Double sinh-Gordon equation is given by $[26,27]$

$$
\begin{equation*}
\sum_{j=1}^{N} u_{x_{j} x_{j}}-u_{t t}-\alpha \sinh u-\beta \sinh 2 u=0 \tag{36}
\end{equation*}
$$

We look for solutions of Eq. (36) by considering the transformation
$u\left(x_{1}, \ldots, x_{N}, t\right)=u(\eta), \eta=\lambda\left(\sum_{j=1}^{N} x_{j}-c t\right), \lambda \neq 0, c \neq 0$.
Using the transformation (37), Eq. (36) can be rewritten in the following form:

$$
\begin{equation*}
\lambda^{2}\left(N-c^{2}\right) u^{\prime \prime}-\alpha \sinh u-\beta \sinh 2 u=0 \tag{38}
\end{equation*}
$$

where the prime denotes derivative with respect to $\eta$. Next, let us consider the transformation

$$
\begin{equation*}
u=\ln \omega \tag{39}
\end{equation*}
$$

then we obtain

$$
u^{\prime \prime}=\frac{\omega \omega^{\prime \prime}-\left(\omega^{\prime}\right)^{2}}{\omega^{2}}
$$

$$
\begin{equation*}
\sinh u=\frac{\omega-\omega^{-1}}{2}, \quad \sinh 2 u=\frac{\omega^{2}-\omega^{-2}}{2} \tag{40}
\end{equation*}
$$

By substituting Eq. (40) in Eq. (38), we can rewrite the ( $N+1$ )-dimensional double sinh- Gordon Eq. (36) in the following form:
$2 \lambda^{2}\left(N-c^{2}\right)\left(\omega \omega^{\prime \prime}-\left(\omega^{\prime}\right)^{2}\right)-\alpha\left(\omega^{3}-\omega\right)-\beta\left(\omega^{4}-1\right)=0$.
Substituting Eqs. (6) and (7) into Eq. (41) and using balance principle yields $\theta=\varepsilon+2 \delta+2$.
If we take $\theta=4, \varepsilon=0$ and $\delta=1$, then

$$
\begin{equation*}
\left(\omega^{\prime}\right)^{2}=\frac{\tau_{1}^{2}\left(\xi_{4} \Gamma^{4}+\xi_{3} \Gamma^{3}+\xi_{2} \Gamma^{2}+\xi_{1} \Gamma+\xi_{0}\right)}{\zeta_{0}} \tag{42}
\end{equation*}
$$

where $\xi_{4} \neq 0, \zeta_{0} \neq 0$. Respectively, solving the algebraic equation system (9) yields

$$
\begin{gather*}
\xi_{1}=\xi_{1}, \quad \xi_{2}=\xi_{2}, \quad \zeta_{0}=\zeta_{0}, \quad \tau_{0}=\tau_{0}, \quad \tau_{1}=\tau_{1} \\
\xi_{0}=\frac{\xi_{1} \tau_{1}\left(-2 \alpha \tau_{0}+4 \alpha \tau_{0}^{3}-\beta+5 \beta \tau_{0}^{4}\right)-2 \xi_{2} \tau_{0}\left(\tau_{0}^{2}-1\right)\left(\beta+\tau_{0}\left(\alpha+\beta \tau_{0}\right)\right)}{2 \tau_{1}^{2}\left(\alpha\left(3 \tau_{0}^{2}-1\right)+4 \beta \tau_{0}^{3}\right)} \\
\xi_{3}=\frac{\tau_{1}\left(2 \xi_{2} \tau_{0}-\xi_{1} \tau_{1}\right)\left(\alpha+2 \beta \tau_{0}\right)}{\alpha\left(3 \tau_{0}^{2}-1\right)+4 \beta \tau_{0}^{3}}, \quad \xi_{4}=\frac{\beta \tau_{1}^{2}\left(2 \xi_{2} \tau_{0}-\xi_{1} \tau_{1}\right)}{2\left(\alpha\left(3 \tau_{0}^{2}-1\right)+4 \beta \tau_{0}^{3}\right)} \\
c= \pm \frac{1}{\lambda} \sqrt{\frac{\zeta_{0}\left(\alpha-3 \alpha \tau_{0}^{2}-4 \beta \tau_{0}^{3}\right)+\lambda^{2}\left(2 \xi_{2} \tau_{0}-\xi_{1} \tau_{1}\right) N}{2 \xi_{2} \tau_{0}-\xi_{1} \tau_{1}}} \tag{43}
\end{gather*}
$$

Substituting these results into Eq. (5) and Eq. (10), we can write

$$
\begin{align*}
\pm\left(\eta-\eta_{0}\right)= & \sqrt{\frac{2 \zeta_{0}\left(\alpha\left(3 \tau_{0}^{2}-1\right)+4 \beta \tau_{0}^{3}\right)}{\beta \tau_{1}^{2}\left(2 \xi_{2} \tau_{0}-\xi_{1} \tau_{1}\right)}} \\
& \times \int \frac{d \Gamma}{\sqrt{\Gamma^{4}+\ell_{3} \Gamma^{3}+\ell_{2} \Gamma^{2}+\ell_{1} \Gamma+\ell_{0}}} \tag{44}
\end{align*}
$$

where

$$
\begin{gather*}
\ell_{3}=\frac{2\left(\alpha+2 \beta \tau_{0}\right)}{\beta \tau_{1}} \\
\ell_{2}=\frac{2 \xi_{2}\left(\alpha\left(3 \tau_{0}^{2}-1\right)+4 \beta \tau_{0}^{3}\right)}{\beta \tau_{1}^{2}\left(2 \xi_{2} \tau_{0}-\xi_{1} \tau_{1}\right)}, \\
\ell_{1}=\frac{2 \xi_{1}\left(\alpha\left(3 \tau_{0}^{2}-1\right)+4 \beta \tau_{0}^{3}\right)}{\beta \tau_{1}^{2}\left(2 \xi_{2} \tau_{0}-\xi_{1} \tau_{1}\right)}, \\
\ell_{0}=\frac{\xi_{1} \tau_{1}\left(-2 \alpha \tau_{0}+4 \alpha \tau_{0}^{3}-\beta+5 \beta \tau_{0}^{4}\right)-2 \xi_{2} \tau_{0}\left(\tau_{0}^{2}-1\right)\left(\beta+\tau_{0}\left(\alpha+\beta \tau_{0}\right)\right)}{\beta \tau_{1}^{4}\left(2 \xi_{2} \tau_{0}-\xi_{1} \tau_{1}\right)} \tag{45}
\end{gather*}
$$

Integrating Eq. (44), we obtain the solutions to the Eq. (36) as follows:

$$
\begin{equation*}
\pm\left(\eta-\eta_{0}\right)=-\frac{B}{\Gamma-\alpha_{1}} \tag{46}
\end{equation*}
$$

$$
\begin{gather*}
\pm\left(\eta-\eta_{0}\right)=\frac{2 B}{\alpha_{1}-\alpha_{2}} \sqrt{\frac{\Gamma-\alpha_{2}}{\Gamma-\alpha_{1}}}, \alpha_{2}>\alpha_{1}  \tag{47}\\
\pm\left(\eta-\eta_{0}\right)=\frac{B}{\alpha_{1}-\alpha_{2}} \ln \left|\frac{\Gamma-\alpha_{1}}{\Gamma-\alpha_{2}}\right|  \tag{48}\\
\pm\left(\eta-\eta_{0}\right)=\frac{B}{\sqrt{\left(\alpha_{1}-\alpha_{2}\right)\left(\alpha_{1}-\alpha_{3}\right)}} \\
\times \ln \left|\frac{\sqrt{\left(\Gamma-\alpha_{2}\right)\left(\alpha_{1}-\alpha_{3}\right)}-\sqrt{\left(\Gamma-\alpha_{3}\right)\left(\alpha_{1}-\alpha_{2}\right)}}{\sqrt{\left(\Gamma-\alpha_{2}\right)\left(\alpha_{1}-\alpha_{3}\right)}+\sqrt{\left(\Gamma-\alpha_{3}\right)\left(\alpha_{1}-\alpha_{2}\right)}}\right| \\
\pm\left(\eta-\eta_{0}\right)=2 \sqrt{\frac{\alpha_{1}>\alpha_{2}>\alpha_{3}}{\left(\alpha_{1}-\alpha_{3}\right)\left(\alpha_{2}-\alpha_{4}\right)}} F(\varphi, l)  \tag{49}\\
\alpha_{1}>\alpha_{2}>\alpha_{3}>\alpha_{4} \tag{50}
\end{gather*}
$$

where

$$
\begin{gather*}
F(\varphi, l)=\int_{0}^{\varphi} \frac{d \psi}{\sqrt{1-l^{2} \sin ^{2} \psi}} \\
\varphi=\arcsin \sqrt{\frac{\left(\Gamma-\alpha_{1}\right)\left(\alpha_{2}-\alpha_{4}\right)}{\left(\Gamma-\alpha_{2}\right)\left(\alpha_{1}-\alpha_{4}\right)}},  \tag{51}\\
l^{2}=\frac{\left(\alpha_{2}-\alpha_{3}\right)\left(\alpha_{1}-\alpha_{4}\right)}{\left(\alpha_{1}-\alpha_{3}\right)\left(\alpha_{2}-\alpha_{4}\right)} \\
B=\sqrt{\frac{2 \zeta_{0}\left(\alpha\left(3 \tau_{0}^{2}-1\right)+4 \beta \tau_{0}^{3}\right)}{\beta \tau_{1}^{2}\left(2 \xi_{2} \tau_{0}-\xi_{1} \tau_{1}\right)}}
\end{gather*}
$$

Also $\alpha_{1}, \alpha_{2}, \alpha_{3}$ and $\alpha_{4}$ are the roots of the polynomial equation

$$
\begin{equation*}
\Gamma^{4}+\frac{\xi_{3}}{\xi_{4}} \Gamma^{3}+\frac{\xi_{2}}{\xi_{4}} \Gamma^{2}+\frac{\xi_{1}}{\xi_{4}} \Gamma+\frac{\xi_{0}}{\xi_{4}}=0 \tag{52}
\end{equation*}
$$

Substituting the solutions (46), (47), (48), (49) into (4) and (39), and setting

$$
\begin{equation*}
v= \pm \frac{1}{\lambda} \sqrt{\frac{\zeta_{0}\left(\alpha-3 \alpha \tau_{0}^{2}-4 \beta \tau_{0}^{3}\right)+\lambda^{2}\left(2 \xi_{2} \tau_{0}-\xi_{1} \tau_{1}\right) N}{2 \xi_{2} \tau_{0}-\xi_{1} \tau_{1}}} \tag{53}
\end{equation*}
$$

we obtain
$u\left(x_{1}, \ldots, x_{N}, t\right)=\ln \left\{\tau_{0}+\tau_{1} \alpha_{1} \mp \frac{\tau_{1} B}{\lambda\left(\sum_{j=1}^{N} x_{j}-v t-\frac{\eta_{0}}{\lambda}\right)}\right\}$,

$$
\begin{align*}
& u\left(x_{1}, \ldots, x_{N}, t\right)=\ln \left\{\tau_{0}+\tau_{1} \alpha_{1}\right. \\
& \left.+\frac{4 B^{2}\left(\alpha_{2}-\alpha_{1}\right) \tau_{1}}{4 B^{2}-\left[\lambda\left(\alpha_{1}-\alpha_{2}\right)\left(\sum_{j=1}^{N} x_{j}-v t-\frac{\eta_{0}}{\lambda}\right)\right]^{2}}\right\}  \tag{55}\\
& u\left(x_{1}, \ldots, x_{N}, t\right)=\ln \left\{\tau_{0}+\tau_{1} \alpha_{2}\right. \\
& \left.+\frac{\left(\alpha_{2}-\alpha_{1}\right) \tau_{1}}{\exp \left(\frac{\lambda\left(\alpha_{1}-\alpha_{2}\right)}{B}\left(\sum_{j=1}^{N} x_{j}-v t-\frac{\eta_{0}}{\lambda}\right)\right)-1}\right\}  \tag{56}\\
& u\left(x_{1}, \ldots, x_{N}, t\right)=\ln \left\{\tau_{0}+\tau_{1} \alpha_{1}\right. \\
& \left.+\frac{\left(\alpha_{1}-\alpha_{2}\right) \tau_{1}}{\exp \left(\frac{\lambda\left(\alpha_{1}-\alpha_{2}\right)}{B}\left(\sum_{j=1}^{N} x_{j}-v t-\frac{\eta_{0}}{\lambda}\right)\right)-1}\right\}  \tag{57}\\
& u\left(x_{1}, \ldots, x_{N}, t\right)=\ln \left\{\tau_{0}+\tau_{1} \alpha_{1}\right. \\
& -\frac{2\left(\alpha_{1}-\alpha_{2}\right)\left(\alpha_{1}-\alpha_{3}\right) \tau_{1}}{2 \alpha_{1}-\alpha_{2}-\alpha_{3}+\left(\alpha_{3}-\alpha_{2}\right) \cosh \left(B_{1}\left(\sum_{j=1}^{N} x_{j}-v t\right)\right)} \tag{58}
\end{align*}
$$

where $B_{1}=\frac{\lambda \sqrt{\left(\alpha_{1}-\alpha_{2}\right)\left(\alpha_{1}-\alpha_{3}\right)}}{B}$. If we take $\tau_{0}=-\tau_{1} \alpha_{1}$ and $\eta_{0}=0$, then the solutions (54), (55), (56), (57), (58) can reduce to rational function solutions

$$
\begin{gather*}
u\left(x_{1}, \ldots, x_{N}, t\right)=\ln \left\{\mp \frac{\tau_{1} B}{\lambda\left(\sum_{j=1}^{N} x_{j}-v t\right)}\right\},  \tag{59}\\
u\left(x_{1}, \ldots, x_{N}, t\right)=\ln \frac{4 B^{2}\left(\alpha_{2}-\alpha_{1}\right) \tau_{1}}{4 B^{2}-\left[\lambda\left(\alpha_{1}-\alpha_{2}\right)\left(\sum_{j=1}^{N} x_{j}-v t\right)\right]^{2}}, \tag{60}
\end{gather*}
$$

traveling wave solutions

$$
\begin{align*}
& u\left(x_{1}, \ldots, x_{N}, t\right)=\ln \left\{\frac{\left(\alpha_{2}-\alpha_{1}\right) \tau_{1}}{2}\right. \\
& \left.\times\left[1 \mp \operatorname{coth}\left(\frac{\lambda\left(\alpha_{1}-\alpha_{2}\right)}{2 B}\left(\sum_{j=1}^{N} x_{j}-v t\right)\right)\right]\right\} \tag{61}
\end{align*}
$$

and soliton solution

$$
\begin{equation*}
u\left(x_{1}, \ldots, x_{N}, t\right)=\ln \frac{A_{3}}{D+\cosh \left[B_{1}\left(\sum_{j=1}^{N} x_{j}-v t\right)\right]} \tag{62}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{3}=\frac{2\left(\alpha_{1}-\alpha_{2}\right)\left(\alpha_{1}-\alpha_{3}\right) \tau_{1}}{\alpha_{3}-\alpha_{2}}, D=\frac{2 \alpha_{1}-\alpha_{2}-\alpha_{3}}{\alpha_{3}-\alpha_{2}} . \tag{63}
\end{equation*}
$$

Here, $A_{3}$ is the amplitude of the soliton, while $v$ is the velocity and $B_{1}$ is the inverse width of the soliton. Thus, we can say that the solitons exist for $\tau_{1}<0$.


Fig. 3: Profile of a numerical solution of (62) at $N=1, A_{3}=$ $2, B_{1}=0.1$ and $D<0$ while $v=1$.
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## 4 Conclusion

In this paper we have used the extended trial equation method to derive exact solutions with distinct physical structures. This method with symbolic computation on the computer is used for constructing broad classes of periodic and soliton solutions of two nonlinear equations arising in nonlinear physics. Basic features of the 1-soliton solution and singular soliton solution were analytically and numerically discussed. We proposed a new trial equation method as an alternative approach to obtain the analytic solutions of nonlinear partial differential equations with generalized evolution in mathematical physics. We use the extended trial equation method aided with symbolic computation to construct the soliton solutions, the elliptic function and rational function solutions for the KdV equation with power law nonlinearity and $(N+1)$-dimensional double sinh-Gordon equation.
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