
J. Stat. Appl. Pro.3, No. 3, 413-423 (2015) 413

Journal of Statistics Applications & Probability
An International Journal

http://dx.doi.org/10.12785/jsap/030312

Moment Generating Functions of Exponential-Truncated
Negative Binomial Distribution based on Ordered
Random Variables
Devendra Kumar∗

Department of Statistics, Amity Institute of Applied Sciences, Amity University, Noida-201301, India

Received: 29 Apr. 2014, Revised: 29 Oct. 2014, Accepted: 30 Oct. 2014
Published online: 1 Nov. 2014

Abstract: In this paper, we established explicit expressions and somerecurrence relations for marginal and joint moment generating
functions of generalized order statistics from exponential-truncated negative binomial distribution. The results for record values and
order statistics are deduced from the result. Further, a characterizing result of this distribution on using the conditional expectation of
generalized order statistics is discussed.

Keywords: Generalized order statistics; order statistics; record values; exponential-truncated negative binomial distribution; marginal
and joint moment generating functions; recurrence relations and characterization.
AMS Subject Classification:62G30, 62E10

1 Introduction

A random variableX is said to have exponential-truncated negative binomial distribution if its probability density function
(pd f ) is of the form

f (x) =
(1−α)λ θαθ e−λ x

(1−αθ )[1− (1−α)e−λ x]θ+1
, x > 0, α,θ > 0 and λ > 0 (1.1)

and the corresponding survival function is

F̄(x) =
αθ

(1−αθ )
[{1− (1−α)e−λ x}−θ −1], x > 0, α,θ > 0 and λ > 0. (1.2)

Some distributions arise as special cases of the exponential-truncated negative binomial distribution:
i) For θ = 1, we obtain the Marshall-Olkin exponential distribution with scale parameterλ and shape parameterα.
ii) For θ = 1 andα = 2 , we obtain the half-logistic distribution with scale parameterλ .
iii) When α → 0, exponential-truncated negative binomial distributionreduces to the exponential distribution with scale
parameterα.
iv) When θ → 0 and 0 < α < 2, exponential-truncated negative binomial distributionreduces to the
Exponential-Logarithmic distribution with scale parameterλ and shape parameter 1−α, see Tahmasbi and Rezaei [16].
For more details and some applications of this distributionone may refer to Nadarajahet al. [11].

Kamps [4] introduced and extensively studied the generalized order statistics(gos). The order statistics, sequential
order statistics, Stigler’s order statistics, record values are special cases ofgos. SupposeX(1,n,m,k), . . . ,X(n,m,m,k) are
n gos from an absolutely continuous cumulative distribution function(cd f ) F(x) with the correspondingpd f f (x). Their
joint pd f is

k(
n−1

∏
j=1

γ j)(
n−1

∏
i=1

[1−F(xi)]
m f (xi))[1−F(xn)]

k−1 f (xn) (1.3)
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for F−1(0+) < x1 ≤ x2 ≤ . . . ≤ xn > F−1(1), m ≥ −1, γr = k+(n− r)(m+1)> 0, r = 1,2, . . . ,n−1, k ≥ 1 andn is a
positive integer.
Choosing the parameters appropriately, models such as ordinary order statistics(γi = n− i+1; i = 1,2, . . . ,n i.e m1 =
m2 = . . . = mn−1 = 0, k = 1), k− th record values(γi = k i.e m1 = m2 = . . . = mn−1 = −1, k ∈ N), sequential order
statistics(γi = (n− i+1)α; α1,α2, . . . ,αn > 0), order statistics with non-integral sample size(γi = α − i+1; α > 0),
Pfeifer’s record values(γi = βi; β1,β2, . . . ,βn > 0) and progressive type II censored order statistics(mi ∈ N, k ∈ N) are
obtained (Kamps [4], Kamps and Cramer [5]).
For simplicity we shall assumem1 = m2 = . . .= mn−1 = m.
The marginalpd f of ther−th gos, X(r,n,m,k), 1≤ r ≤ n, is

fX(r,n,m,k)(x) =
Cr−1

(r−1)!
[F̄(x)]γr−1 f (x)gr−1

m (F(x)) (1.4)

and the jointpd f of X(r,n,m,k) andX(s,n,m,k), 1≤ r < s ≤ n, is

fX(r,n,m,k),X(s,n,m,k)(x,y) =
Cs−1

(r−1)!(s− r−1)!
[F̄(x)]m f (x)gr−1

m (F(x))

×[hm(F(y))− hm(F(x))]
s−r−1[F̄(y)]γs−1 f (y), x < y, (1.5)

where

Cr−1 =
r

∏
i=1

γi , F̄(x) = 1−F(x), γi = k+(n− i)(m+1),

hm(x) =

{

− 1
m+1(1−x)m+1, m6=−1

−ln(1−x), m=−1

and
gm(x) = hm(x)− hm(1), x ∈ [0,1).

Ahsanullah and Raqab [1], Raqab and Ahsanullah [12], [13] have established recurrence relations for moment generating
functions of record values from Pareto and Gumble, power function and extreme value distributions. Recurrence
relations for marginal and joint moment generating functions of gos from power function distribution, Gompertz
distribution, Erlang-truncated exponential distribution and extended type II generalized logistic distribution are derived
by Saran and Pandey [14], Khanet al. [6], Kulshresthaet al. [7] and Kumar [10], respectively. Saran and Pandey [15]
and Kumar [9] have established recurrence relations for marginal and joint moment generating functions of lower
generalized order statistics from power function distribution and Marshall-Olkin extended logistic distribution
respectively. Al-Hussainiet al. [2], [3] have established recurrence relations for conditional and joint moment generating
functions of gos based on mixed population. Kumar [8] have established explicit expressions and some recurrence
relations for moment generating functions of record valuesfrom generalized logistic.

The aim of this note is to gave exact expressions and some recurrence relations for marginal and joint moment
generating functions ofgos from exponential-truncated negative binomial distribution. Results for order statistics and
record values are deduced as special cases and a characterization of this distribution is obtained by using the conditional
expectation of function ofgos.

2 Relations for marginal moment generating functions

Note that for exponential-truncated negative binomial distribution defined in (1.1)

F̄(x) =
[

1−
1
θ

θ+1

∑
u=2

(−1)u
(

θ +1
u

)

{(1−α)e−λ x}u−1
]

f (x). (2.1)

The relation in (2.1) will be exploited in this paper to derive some recurrence relations for the moment generating
functions ofgos from the exponential-truncated negative binomial distribution.
Let us denote the marginal moment generating functions ofX(r,n,m,k) by MX(r,n,m,k)(t) and its j−th derivative by

M( j)
X(r,n,m,k)(t) and the joint moment generating functions ofX(r,n,m,k) andX(s,n,m,k) by MX(r,n,m,k)X(s,n,m,k)(t1, t2) and
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its (i, j)−th partial derivatives with respect tot1 andt2, respectively byM(i, j)
X(r,n,m,k)X(s,n,m,k)(t1, t2).

For the exponential-truncated negative binomial distribution as given in (1.2), the moment generating functions of
X(r,n,m,k) is given as

MX(r,n,m,k)(t) =
∫ ∞

−∞
etx fX(r,n,m,k)(x)dx

=
Cr−1

(r−1)!

∫ ∞

−∞
etx[F̄(x)]γr−1 f (x)gr−1

m (F(x))dx. (2.2)

Further, on using the binomial expansion, we can rewrite (2.2) as

MX(r,n,m,k)(t) =
Cr−1

(r−1)!(m+1)r−1

r−1

∑
u=0

(−1)u
(

r−1
u

)

×
∫ ∞

−∞
etx[F̄(x)]γr−u−1 f (x)dx. (2.3)

Now lettingz = F̄(x) in (2.3), we get

MX(r,n,m,k)(t) =
(1−α)t/λCr−1

(r−1)!(m+1)r

∞

∑
p=0

∞

∑
q=0

r−1

∑
u=0

(−1)u
(

r−1
u

)

(t/λ )(p)(p/θ )(q)
p!q!

×
(1−αθ

αθ

)q
B
( k

m+1
+ n− r+ u+

q
m+1

,1
)

, (2.4)

where
(α)(p) =

{

α(α+1)...(α+p−1), p>0
1, p=0 .

Since
b

∑
a=0

(−1)a
(

b
a

)

B(a+ k,c) = B(k,c+ b) (2.5)

whereB(a,b) is the complete beta function.
Therefore,

MX(r,n,m,k)(t) =
(1−α)t/λCr−1

(m+1)r

∞

∑
p=0

∞

∑
q=0

(t/λ )(p)(p/θ )(q)
p!q!

(1−αθ

αθ

)q

×
Γ
(

k+(n−r)(m+1)+q
m+1

)

Γ
(

k+n(m+1)+q
m+1

)

= (1−α)t/λ
∞

∑
p=0

∞

∑
q=0

(t/λ )(p)(p/θ )(q)
p!q!

(1−αθ

αθ

)q 1

∏r
a=1

(

1+ q
γa

) . (2.6)

Special Cases
i) Puttingm = 0, k = 1, in (2.6), the explicit formula for marginal moment generating functions of order statistics from
the exponential-truncated negative binomial distribution can be obtained as

MXr:n(t) =
(1−α)t/λ n!
(n− r)!

∞

∑
p=0

∞

∑
q=0

(t/λ )(p)(p/θ )(q)
p!q!

(1−αθ

αθ

)q Γ (n− r+1+ q)
Γ (n+1+ q)

,

for r = 1

MX1:n(t) = n(1−α)t/λ
∞

∑
p=0

∞

∑
q=0

(t/λ )(p)(p/θ )(q)
p!q!(n+ q)

(1−αθ

αθ

)q
.

ii) Settingm =−1 in (2.6), we get the explicit expression for marginal moment generating functions ofk−th upper record
values from exponential-truncated negative binomial distribution can be obtained as
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MX(r,n,−1,k)(t) =
∞

∑
p=0

∞

∑
q=0

(t/λ )(p)(p/θ )(q)
p!q!

(1−αθ

αθ

)q (1−α)t/λ
(

1+ q
k

)r , t 6= 0.

A recurrence relation for marginal moment generating functions for gos from (2.1) can be obtained in the following
theorem.
Theorem 2.1.For the distribution given in (1.1) and for 2≤ r ≤ n, n ≥ 2 k = 1,2, . . . ,

(

1−
t
γr

)

M( j)
X(r,n,m,k)(t) = M( j)

X(r−1,n,m,k)(t)+
j

γr
M( j−1)

X(r,n,m,k)(t)

−
1

θγr

θ+1

∑
u=2

(−1)u
(

θ +1
u

)

(1−α)u−1

×
{

tM( j)
X(r,n,m,k)(t +λ (u−1))+ jM( j−1)

X(r,n,m,k)(t +λ (u−1))
}

. (2.7)

Proof. From (1.4), we have

MX(r,n,m,k)(t) =
Cr−1

(r−1)!

∫ ∞

−∞
etx[F̄(x)]γr−1 f (x)gr−1

m (F(x))dx. (2.8)

Integrating by parts treating[F̄(x)]γr−1 f (x) for integration and rest of the integrand for differentiation, we get

MX(r,n,m,k)(t) = MX(r−1,n,m,k)(t)+
tCr−1

γr(r−1)!

∫ ∞

−∞
etx[F̄(x)]γr gr−1

m (F(x))dx,

the constant of integration vanishes since the integral considered in (2.8) is a definite integral. On using (2.1), we obtain

MX(r,n,m,k)(t) = MX(r−1,n,m,k)(t)+
t
γr

MX(r,n,m,k)(t)

−
1

θγr

θ+1

∑
u=2

(−1)u
(

θ +1
u

)

(1−α)u−1MX(r,n,m,k)(t +λ (u−1)). (2.9)

Differentiating both the sides of (2.9)j times with respect tot, we get

M( j)
X(r,n,m,k)(t) = M( j)

X(r−1,n,m,k)
(t)+

t
γr

M( j)
X(r,n,m,k)(t)+

j
γr

M( j−1)
X(r,n,m,k)(t)

−
t

θγr

θ+1

∑
u=2

(−1)u
(

θ +1
u

)

(1−α)u−1M( j)
X(r,n,m,k)(t +λ (u−1))

−
j

θγr

θ+1

∑
u=2

(−1)u
(

θ +1
u

)

(1−α)u−1M( j−1)
X(r,n,m,k)(t +λ (u−1)).

The recurrence relation in equation (2.7) is derived simplyby rewriting the above equation.
By differentiating both sides of equation (2.7) with respect to t and then settingt = 0, we obtain the recurrence relations
for single moments ofgos from exponential-truncated negative binomial distribution in the form

E[X j(r,n,m,k)] = E[X j(r−1,n,m,k)]+
j

γr
E[X j(r,n,m,k)]

−
j

θγr

θ+1

∑
u=2

(−1)u
(

θ +1
u

)

(1−α)u−1E[φ(X(r,n,m,k))], (2.10)

where φ(x) = x j−1e−λ (u−1)x.
Remark 2.1: Puttingm = 0, k = 1 in (2.7) and (2.10), we can get the relations for marginal moment generating functions
and moments of order statistics for exponential-truncatednegative binomial distribution in the form

(

1−
t

n− r+1

)

M( j)
Xr:n

(t) = M( j)
Xr−1:n

(t)+
j

n− r+1
M( j−1)

Xr:n
(t)
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−
1

θ (n− r+1)

θ+1

∑
u=2

(−1)u
(

θ +1
u

)

(1−α)u−1

×
{

tM( j)
Xr:n

(t +λ (u−1))+ jM( j−1)
Xr:n

(t +λ (u−1))
}

and

E[X j
r:n] = E[X j

r−1:n]+
j

n− r+1
E[X j−1

r:n ]−
1

θ (n− r+1)

θ+1

∑
u=2

(−1)u
(

θ +1
u

)

×(1−α)u−1E[φ(Xr:n)].

Remark 2.2: Settingm =−1 andk ≥ 1, in (2.7) and (2.10), relations fork−th record values can be obtained as

(

1−
t
k

)

M( j)

Z
(k)
r
(t) = M( j)

Z
(k)
r−1

(t)+
j
k

M( j−1)

Z
(k)
r

(t)

−
1

θk

θ+1

∑
u=2

(−1)u
(

θ +1
u

)

(1−α)u−1

×
{

tM( j)

Z
(k)
r
(t +λ (u−1))+ jM( j−1)

Z
(k)
r

(t +λ (u−1))
}

and

E[(Z(k)
r ) j] = E[(Z(k)

r−1)
j]+

j
k

E[(Z(k)
r ) j−1]−

1
θk

θ+1

∑
u=2

(−1)u
(

θ +1
u

)

(1−α)u−1E[φ(Zr)].

For k = 1
(1− t)M( j)

XU(r)
(t) = M( j)

XU(r−1)
(t)+ jM( j−1)

XU(r)
(t)

−
1

θk

θ+1

∑
u=2

(−1)u
(

θ +1
u

)

(1−α)u−1

×
{

tM( j)
XU(r)

(t +λ (u−1))+ jM( j−1)
XU(r)

(t +λ (u−1))
}

and
E[X j

U(r)] = E[X j
U(r−1)]+ jE[X j−1

U(r)]

−
1
θ

θ+1

∑
u=2

(−1)u
(

θ +1
u

)

(1−α)u−1E[φ(XU(r))].

Remark 2.3:
i) Putting θ = 1 in (2.6) and (2.7), the results for marginal moment generating functions ofgos are deduced for
Marshal-Olkin exponential distribution.
ii) Setting θ = 1, α = 2 in (2.6) and (2.7), we obtain the marginal moment generating functions ofgos for the
half-logistic distribution.
iii) When α → 1 in (2.6) and (2.7), we can get the results for marginal moment generating functions ofgos for the
exponential distribution.
iv) If θ → 1 and 0< α < 2 in (2.6) and (2.7), then we obtain relations for marginal moment generating functions ofgos
for the exponential-Logarithmic distribution.

3 Relations for joint moment generating functions

For exponential-truncated negative binomial distribution, the joint moment generating functions ofX(r,n,m,k) and
X(s,n,m,k) is given as

MX(r,n,m,k),X(s,n,m,k)(t1, t2) =
∫ ∞

−∞

∫ ∞

x
et1x+t2y fX(r,n,m,k)X(s,n,m,k)(x,y)dxdy.
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On using (1.3) and binomial expansion, we have

MX(r,n,m,k),X(s,n,m,k)(t1, t2) =
Cs−1

(r−1)!(s− r−1)!(m+1)s−2

r−1

∑
u=0

s−r−1

∑
v=0

(−1)u+v

×

(

r−1
u

)(

s− r−1
v

)

∫ ∞

−∞
et1x[F̄(x)](s−r+u−v)(m+1)−1 f (x)G(x)dx, (3.1)

where
G(x) =

∫ ∞

x
et2y[F̄(y)]γs−v−1 f (y)dy. (3.2)

By settingz = F̄(y) in (3.2), we obtain

G(x) = (1−α)t2/λ
∞

∑
p=0

∞

∑
q=0

(t2/λ )(p)(p/θ )(q)
p!q!

(1−αθ

αθ

)q [F̄(x)]γs−v+q

(γs−v + q)
.

On substituting the above expression ofG(x) in (3.1), and simplifying the resulting equation, we get

MX(r,n,m,k),X(s,n,m,k)(t1, t2) =
(1−α)(t1+t2)/λCs−1

(r−1)!(s− r−1)!(m+1)s

×
∞

∑
p=0

∞

∑
q=0

∞

∑
l=0

∞

∑
w=0

(t2/λ )(p)(p/θ )(q)(t1/λ )(l)(l/θ )(w)
p!q!l!w!

×
(1−αθ

αθ

)q+w r−1

∑
u=0

(−1)u
(

r−1
u

)

B
( k

m+1
+ n− r+ u+

q+w
m+1

,1
)

×
s−r−1

∑
v=0

(−1)v
(

s− r−1
v

)

B
( k

m+1
+ n− s+ v+

q
m+1

,1
)

. (3.3)

On using relation (2.5) in (3.3), we get

MX(r,n,m,k),X(s,n,m,k)(t1, t2) =
(1−α)(t1+t2)/λCs−1

(r−1)!(s− r−1)!(m+1)s

×
∞

∑
p=0

∞

∑
q=0

∞

∑
l=0

∞

∑
w=0

(t2/λ )(p)(p/θ )(q)(t1/λ )(l)(l/θ )(w)
p!q!l!w!

(1−αθ

αθ

)q+w

B
( k

m+1
+ n− r+

q+w
m+1

,r
)

B
( k

m+1
+ n− s+

q
m+1

,s− r
)

Which after simplification yields

MX(r,n,m,k),X(s,n,m,k)(t1, t2) = (1−α)(t1+t2)/λ
∞

∑
p=0

∞

∑
q=0

∞

∑
l=0

∞

∑
w=0

×
(t2/λ )(p)(p/θ )(q)(t1/λ )(l)(l/θ )(w)

p!q!l!w!

(1−αθ

αθ

)q+w

×
1

∏r
a=1

(

1+ q+w
γa

)

∏s
b=r+1

(

1+ q
γb

) . (3.4)

Special Cases
i) Putting m = 0, k = 1 in (3.4), the explicit formula for joint moment generatingfunctions of order statistics for the
exponential-truncated negative binomial distribution can be obtained as

MXr:nXs:n(t1, t2) =
(1−α)(t1+t2)/λ n!

(n− s)!

∞

∑
p=0

∞

∑
q=0

∞

∑
l=0

∞

∑
w=0

(t2/λ )(p)(p/θ )(q)
p!q!

c© 2015 NSP
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×
(t1/λ )(l)(l/θ )(w)

l!w!

(1−αθ

αθ

)q+w Γ (n− r+1+ q+w)Γ(n− s+1+ q)
Γ (n+1+ q+w)Γ(n− r+1+ q)

.

ii) Settingm =−1 in (3.4), we deduce the explicit expression for joint moment generating functions ofk−th upper record
values for exponential-truncated negative binomial distribution in the form

MXU(r):kXU(s):k
(t1, t2) =

∞

∑
p=0

∞

∑
q=0

∞

∑
l=0

∞

∑
w=0

(t2/λ )(p)(p/θ )(q)(t1/λ )(l)(l/θ )(w)
p!q!l!w!

×
(1−αθ

αθ

)q+w (1−α)(t1+t2)/λ
(

1+ q+w
k

)r(

1+ q
k

)s−r .

Making use of (2.1), we can derive the recurrence relations for joint moment generating functions ofgos from (1.5).

Theorem 3.1.For the distribution given in (1.1) and for 1≤ r < s ≤ n, n ≥ 2 andk = 1,2...

(

1−
t2
γs

)

M(i, j)
X(r,n,m,k)X(s,n,m,k)(t1, t2) = M( j)

X(r,n,m,k),X(s−1,n,m,k)(t1, t2)

+
j

γs
M(i, j−1)

X(r,n,m,k)X(s,n,m,k)(t1, t2)−
1

θγs

θ+1

∑
u=2

(−1)u
(

θ +1
u

)

(1−α)u−1

×
[

t2M(i, j)
X(r,n,m,k)X(s,n,m,k)(t1, t2+λ (u−1))

+ jM(i, j−1)
X(r,n,m,k)X(s,n,m,k)(t1, t2+λ (u−1))

]

. (3.5)

Proof: Using (1.5), the joint moment generating functions ofX(r,n,m,k) andX(s,n,m,k) is given by

MX(r,n,m,k),X(s,n,m,k)(t1, t2) =
Cs−1

(r−1)!(s− r−1)!

×

∫ ∞

−∞
[F̄(x)]m f (x)gr−1

m (F(x))I(x)dx (3.6)

where

I(x) =
∫ ∞

x
et1x+t2y[hm(F(y))− hm(F(x))]s−r−1[F̄(y)]γs−1 f (y)dy.

Solving the integral inI(x) by parts and substituting the resulting expression in (3.6), we get

MX(r,n,m,k)X(s,n,m,k)(t1, t2) = MX(r,n,m,k)X(s−1,n,m,k)(t1, t2)

+
t2Cs−1

γs(r−1)!(s− r−1)!

∫ ∞

−∞

∫ ∞

x
et1x+t2y[F̄(x)]m f (x)

×gr−1
m (F(x))[hm(F(y))− hm(F(x))]s−r−1[F̄(y)]γs dydx,

the constant of integration vanishes since the integral inI(x) is a definite integral. On using the relation (2.1), we obtain

MX(r,n,m,k)X(s,n,m,k)(t1, t2) = MX(r,n,m,k)X(s−1,n,m,k)(t1, t2)

+
t2
γs

MX(r,n,m,k)X(s,n,m,k)(t1, t2)−
t2

θγs

θ+1

∑
u=2

(−1)u
(

θ +1
u

)

(1−α)u−1

×MX(r,n,m,k)X(s,n,m,k)(t1, t2+λ (u−1)). (3.7)

Differentiating both the sides of (3.7)i times with respect tot1 and thenj times with respect tot2, we get

M(i, j)
X(r,n,m,k)X(s,n,m,k)(t1, t2) = M(i, j)

X(r,n,m,k)X(s−1,n,m,k)(t1, t2)
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+
t2
γs

M(i, j)
X(r,n,m,k)X(s,n,m,k)(t1, t2)+

j
γs

M(i, j−1)
X(r,n,m,k)X(s,n,m,k)(t1, t2)

−
t2

θγs

θ+1

∑
u=2

(−1)u
(

θ +1
u

)

(1−α)u−1M(i, j)
X(r,n,m,k)X(s,n,m,k)(t1, t2+λ (u−1))

−
j

θγs

θ+1

∑
u=2

(−1)u
(

θ +1
u

)

(1−α)u−1M(i, j−1)
X(r,n,m,k)X(s,n,m,k)(t1, t2+λ (u−1)),

which, when rewritten gives the recurrence relation in (3.5).
One can also note that Theorem 2.1 can be deduced from Theorem3.1 by lettingt1 tends to zero.
By differentiating both sides of equation (3.5) with respect to t1, t2 and then settingt1 = t2 = 0, we obtain the recurrence
relations for product moments ofgos from exponential-truncated negative binomial distribution in the form

E[X i(r,n,m,k)X j(s,n,m,k)] = E[X i(r,n,m,k)X j(s−1,n,m,k)]

+
j

γs
E[X i(r,n,m,k)X j−1(s,n,m,k)]−

j
θγs

θ+1

∑
u=2

(−1)u
(

θ +1
u

)

(1−α)u−1

×E[φ(X(r,n,m,k)X(s,n,m,k))], (3.8)

where

φ(x,y) = xiy j−1e−λ (u−1)y.

Remark 3.1 Puttingm = 0, k = 1 in (3.5) and (3.8), we obtain the recurrence relations for joint moment generating
functions and single moments of order statistics for exponential-truncated negative binomial distribution as

(

1−
t2

n− s+1

)

M(i, j)
Xr,s:n

(t1, t2) = M(i, j)
Xr,s−1:n

(t1, t2)

+
j

n− s+1
M(i, j−1)

Xr,s:n
(t1, t2)−

1
θ (n− s+1)

θ+1

∑
u=2

(−1)u
(

θ +1
u

)

×(1−α)u−1
[

t2M(i, j)
Xr,s:n

(t1, t2+λ (u−1))+ jM(i, j−1)
Xr,s:n

(t1, t2+λ (u−1))
]

and

E[X (i, j)
r,s:n ] = E[X (i, j)

r,s−1:n]+
j

n− s+1
E[X (i, j−1)

r,s:n ]

−
1

θ (n− s+1)

θ+1

∑
u=2

(−1)u
(

θ +1
u

)

(1−α)u−1E[φ(Xr,s:n)].

Remark 3.2 Substitutingm = −1 andk ≥ 1, in (3.5) and (3.8), we get recurrence relation for joint moment generating
functions and product moments ofk−th upper record values for exponential-truncated negativebinomial distribution.

Remark 3.3:
i) Putting θ = 1 in (3.4) and (3.5), the joint moment generating functionsgos are deduced for Marshall-Olkin
exponential distribution.
ii) Settingθ = 1, α = 2 in (3.4) and (3.5), we obtain the relations for joint momentgenerating functions ofgos for the
half-logistic distribution.
iii) Whenα → 1 in (3.4) and (3.5), we can get the relations for joint momentgenerating functions of for the exponential
distribution.
iv) If θ → 1 and 0< α < 2 in (3.4) and (3.5), we can get the relations for joint momentgenerating functions ofgos for
the exponential distribution.
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4 Characterization

Let X(r,n,m,k), r = 1,2, . . . ,n begos, then from a continuous population withcd f F(x) andpd f f (x), then the conditional
pd f of X(s,n,m,k) givenX(r,n,m,k) = x, 1≤ r < s ≤ n, in view of (1.4) and (1.5), is

fX(s,n,m,k)|X(r,n,m,k)(y|x) =
Cs−1

(s− r−1)!Cr−1

×
[hm(F(y))− hm(F(x))]s−r−1[F(y)]γs−1

[F̄(x)]γr+1
f (y). x < y (4.1)

Theorem 4.1: Let X be a non-negative random variable having an absolutely continuous distribution functionF(x) with
F(0) = 0 and 0< F(x)< 1 for all x > 0, then

E[etX(s,n,m,k)|X(r,n,m,k) = x] = (1−α)t/λ
∞

∑
p=0

∞

∑
q=0

(t/λ )(p)(p/θ )(q)
p!q!

[1−{1− (1−α)e−λx}−θ ]q
s−r

∏
j=1

( γr+ j

γr+ j + q

)

, (4.2)

if and only if

F̄(x) =
αθ

(1−αθ)
[{1− (1−α)e−λ x}−θ −1], x > 0, α,θ > 0 and λ > 0

Proof. From (4.1), we have

E[etX(s,n,m,k)|X(r,n,m,k) = x] =
Cs−1

(s− r−1)!Cr−1(m+1)s−r−1

×
∫ ∞

x
ety

[

1−
(F̄(y)

F̄(x)

)m+1]s−r−1( F̄(y)
F̄(x)

)γs−1 f (y)
F̄(x)

dy. (4.3)

By settingu = F̄(y)
F̄(x) from (1.2) in (4.3), we obtain

E[etX(s,n,m,k)|X(r,n,m,k) = x] =
(1−α)t/λCs−1

(s− r−1)!Cr−1(m+1)s−r−1

×
∞

∑
p=0

∞

∑
q=0

(t/λ )(p)(p/θ )(q)
p!q!

[1−{1− (1−α)e−λx}−θ ]q

×

∫ 1

0
uγs+q−1(1− um+1)s−r−1du. (4.4)

Again by settingt = um+1 in (4.4) and simplifying the resulting expression, we derive the relation given in (4.2).
To prove sufficient part, we have from (4.1) and (4.2)

Cs−1

(s− r−1)!Cr−1(m+1)s−r−1

∫ ∞

x
ety[(F̄(x))m+1− (F̄(y))m+1]s−r−1

×[F̄(y)]γs−1 f (y)dy = [F̄(x)]γr+1Hr(x), (4.5)

where

Hr(x) = (1−α)t/λ
∞

∑
p=0

∞

∑
q=0

(t/λ )(p)(p/θ )(q)
p!q!

[1−{1− (1−α)e−λx}−θ ]q
s−r

∏
j=1

( γr+ j

γr+ j + q

)

.

Differentiating (4.5) both sides with respect tox and rearranging the terms, we get

−
Cs−1[F̄(x)]m f (x)

(s− r−2)!Cr−1(m+1)s−r−2

∫ ∞

x
ety[(F̄(x))m+1− (F̄(y))m+1]s−r−2
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×[F̄(y)]γs−1 f (y)dy = H ′
r(x)[F̄(x)]γr+1 − γr+1Hr(x)[F̄(x)]γr+1−1 f (x)

or
−γr+1Hr+1(x)[F̄(x)]γr+2+m f (x)

= H ′
r(x)[F̄(x)]γr+1 + γr+1Hr(x)[F̄(x)]γr+1−1 f (x).

Therefore,
f (x)
F̄(x)

=−
H ′

r(x)
γr+1[Hr+1(x)−Hr(x)]

=
(1−α)λ θe−λ x[1− (1−α)e−λ x]−(θ+1)

[{1− (1−α)e−λ x}−θ −1]

which proves that

F̄(x) =
αθ

(1−αθ)
[{1− (1−α)e−λ x}−θ −1], x > 0, α,θ > 0 and λ > 0

Remark 4.1. For m = 0, k = 1 andm = −1, k = 1, we obtain the characterization results of the exponential-truncated
negative binomial distribution based on order statistics and record values, respectively.

5 Conclusions

In this study some explicit expressions and recurrence relations for marginal and joint moment generating functions of
gos from the exponential-truncated negative binomial distribution have been established. Further, conditional expectation
of gos has been utilized to obtain a characterization of the exponential-truncated negative binomial distribution.
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