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Abstract: In this paper, we have proposed some ratio-cum-productagpmators for population mean of the study variable y in the
presence of non-response using auxiliary information uddeble sampling. The expressions of mean squared erroEjMBthe
proposed estimators are derived under double (two-stag®)lég. In addition, an empirical study is carried out towthe properties

of the proposed estimators..
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1 Introduction

In surveys covering socio-economic studies, several biesaare considered simultaneously. While conducting a
households survey for the study of several variables inébion is in most of the cases, not obtained from all the units i
the survey even after some call backs. An estimate obtanoed $uch incomplete data is misleading, especially when
the respondents differ from non-respondents because tingaés can be biased (sed ). [3] suggested a technique for
sub-sampling the non-respondents in order to adjust forrasponse in mail surveys. In estimating population
parameters use of auxiliary information improves precigiban estimate when auxiliary variable x is highly corretht
with the study variable y (sed.p, 14]). Several authors including], [9,10], [4,5] and [16,17] discussed the problem of
estimating the population meahof study variable y when the population medrmf auxiliary variable x is known in the
presence of non response. Also some other authors inclfidipg[13] have discussed the problem of estimating the
population mean under double sampling with non- response.

Lety be the study variable and, x, be the auxiliary variables. L&, X; andX; are the population means of study and
auxiliary variables, respectively. Here, we assumeXhas known andX; is unknown. By using simple random sampling
without replacement (SRSWOR), we draw a preliminary sarmapfzen’ from the population of size N and on the basis
of n’ units we estimate the unknown population me@rasx;’.

Now, we draw a subsample of size n from the preliminary saropkize ’ using SRSWOR and we observe that
Ny units respond and;, units do not respond in the sample of size n for the study blaig. Using B] technique of
sub sampling, a sub sample of r units is selected froomgheon respondent units and enumerate completely by direct
interview, such that = (n,/L),L > 1, where L is the inverse sampling rate. Here we assume tsaonse is obtained for
all the r units. Thus we hav@; + r) observation on study variable y. Using] fechnique, the estimator for population
mean usingn; + r) observations on study variable y is given by

7= 01)71-;”2)?2 )
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wherey; andy,, denote the sample means of y basedipand r units respectively.
The estimatoy” is unbiased and has variance

viy) =t E ks, @

N . . .
wheref = % K= WZ %3 and% are the population mean squares of y for the entire populatial for the non-

responding part of the population, respectively.
[6] proposed a ratio type estimator of population mean usiralave information on two auxiliary variables in the

presence of non response, given by _
=y (2) (% @
YR= )\ %

The mean square error (MSE) expression of (3) is given by

_ — L-1
MSE (Yr) = Y* [11Gy + (f1 — 12)CF, + F2C5, — 2(f1— f2) 2 GO — PpeCyCro] + =K (4)
[12] ratio-cum-product estimator of population mean in doub&npling under non-response using two auxiliary
variables, is given by
. )?1 ay )?z az
- (3)" ()
wherea; anda, are constants.
The MSE expression of (5) is given as
_ L-1
MSE (yfpd) =Y? [f1C3(1 - p)?xl) + f2C§(p5X1 - p)?xz)} + TKSSz’z (6)

In this paper, motivated byg[ ratio-cum-product type estimator is presented in theqaes of non-response under
double sampling scheme. The expressions for the bias and sqeare error of the proposed estimator are obtained and
compared with relevant estimators. The expression of minimariance has been obtained for the optimum valug of
n" andL for fixed costC < Cp and for the specified variante= V.

2 Proposed Estimator

Motivated by B], we have proposed some ratio-cum-product type estimatmter double sampling, defined as

ey (e (2] @
Tzzw{ﬂwLalj(l)?l—fl)}{gzﬂLUz;EZX_Z—)?z)} ©
oy (e e ) @0

To obtain the bias and MSE expressions of the estimdt0rs- 1,2,3,4) to the first degree of approximation, we define
Yy X, 't X, Xo
such thatE(ep) = E(e;) =E(€}) =E(&,) =0

Also, E(e) = 11} -+~ TKCE,, E() = hiGR, E(ef) = .G, E(R) = 1o,

E(ever1) = f10yx GyCxy E(eoell) = 2oy GCx, E(eo%) = fzpyX2CyCX2, E(elell) = f2c>% )
E(el%) = f2pX1X82(CX1CX2' E(Sf(ldz) = f2p><1xzcxlc>f 1 11
Or= G = O = 3. Cn = =g = g
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1 N — 2 1 N — .2 1 — .2 1 N2 —.2
o _ , o _ L 2 _ o 2 _ o
§ = N—1i§1(Y' Y)© & N—1i§1(xl' X1)% &, N_1. 1(X2| X2)%, &, Nz—lizl(YZI Y2)

Expressing (7) in terms of e’s, we have
T V(14 e ) - et E) H0n 00— X(11e)) {x1(1+ €) }
Xi(1+e) + a1 (X (1+€) — X (1+er)) X2
To=Y(1+e0)(1+€)(1+ (1— aan)eh) (1 + e+ aua(€; —er)) (11)
Expanding the right hand side of (11) and retaining termsgetond degrees of e’s, we have
Tu=Y[1+(1-a11)%ef — (1 - ayr){er +eoer + €6y} + (1— a21) {€ + €16h + ege— 2} — aya{€) + e + e }
+afief + 2a11(1— ar1)er€) — a11(1— az1)€)6) + € + &€} + &) (12)

Mz

Taking expectations of both sides of (12) and then subtrgdtifrom both sides, we get the bias of the estimatoup to
the first order of approximation as

Bias(Ty) =Y [(1— a11)?f1CZ — (1 — a11)Pyxs CyCx1(f1 + f2) + (1 — 21) f2Cx, { PraxsCxa + PyxsCy }
—0a11f2C {Cxy + Py, Cy} + alzlfchl +2011(1—a11) fchl — a11(1 = a21) F2P%,%,Cx C,
+ fzpyxlcnyJ (13)
From (12), we have

(Ti—Y) =2 Y[eo+ (1— a11)€) — (1—arr)er + (1— 021)€)] (14)
Squaring both sides of (14) and then taking expectationgjetéhe MSE ofT; up to the first order of approximation as
MSE(Ty) = Y2 [ f1CZ + (1 — a11)°CE (f1— f2) + (1 — a21)* F2CF, — 2(1— 011) Py CyCxy (F1 — T2)
L-1
+2(1— a21) 2P CyCo | + TK% (15)
Partially differentiating (15) with respect t; anda»; and equating to zero, we get the optimum valueg@fandaz;

, as

A11(0pt) = 1— pyxlc& and  az10pt) = 1+pyx2%
X1 2
Similarly, we get the bias and MSE expressions of the estired}, T3 andT, respectively, as
Bias(Ty) ZY_[(l — 012)2 flc)%l +(1- 022)2 fZC)%Z +(1—a12)(1—azp) f2PX1X2cxch2
+o12(1— a12) f2{Cf, + PryxoCry G + Pys &y } — (1 — 1) { F2C5, + F10y%, CyCiy }
_(1 - 022) f2C><2{p><1><2c><1c><2 + pyxzcycxz} —a12 f2CX1{CX1 pyxlcy} + fzpyxlcnyl] (16)

Bias(Ts) =Y [ f2{CZ, — Py CyCry } + (1 — 023) F20,CyCx, + (1 — 13)Coy { F1oy &y — 12Cx }
+013f2Cq { Py, Cy — Cxq } (17)

Bias(Ts) =Y [f2CZ, + (1— 24) f2CZ, — f2PyCyCry — (1— 014)Cry { 10 Gy — 12C }

—(1— 24) F20%,C/Cx, + 014 12Cs {0y Gy — Ct (18)
and
MSE(T,) = Y2[11C2+ (1— a12)°CE (1 — f2) + (1— 022)* f2CE, — 2(1 — A12) Py CyCx, (1 — f2)
—2(1— a22) f2ppCyC | + L%lK% (19)
where

o

c
A100pt) = 1— Pwlc—xl and  Opop) =1— Pyxfza2
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MSE(Ta) = Y2[ f1C] + (1 — a13)°CE, (1 — f2) + (1 — G28)*f2C, — 2(1— @13) Py, CyCy (1 — Fo)

L-1
+2(1— 029) Tapy GG | + ——KS, (20)
where
A1300pt) = 1— Pyxlg and  Qa30pt) = 1+Pyxz%
1 2
MSE(Ts) = Y2[ 11C2+ (1 — a14)°CZ (1 — f2) + (1 — 0124)* F2CZ, + 2(1 — 014) Py CyCx, (f1 — T2)
— 2(1— a24) f20, GG | + —K5§ (21)
where
S S

A1400pt) = 1+ pyx and Q2400pt) = 1- Py,

Cy Ce,

3 Determination of ', nand L (for the fixed costC < Cy)

Let Cp be the total cost (fixed) of the survey apart from overheadl dde expected total cost of the survey apart from
overhead cost is given by

n
C' = () + N +can+Comy +Ca -

SinceC’ vary from sample to sample, so the expected cost can be nvaitte

(22)

C=E(C)= (C/1+C/2)n/+n(01+02W1+C3%) (23)

where

¢/ is the cost per unit of obtaining information on auxiliaryiedlex; .

c, is the cost per unit of obtaining information on additionakdiary variablex,.

cy is the cost per unit of mailing questionnaire/visiting thetat the subsample.

Cy is the cost per unit of collecting, processing data obtafrad n; responding units.

cz is the cost per unit of obtaining and processing data (akteaefforts) for the sub sampling units.

Ny Nz . .
andw; = N’ Wy = N’ response rate and non-response rate in the population.
The expressioNar (T;),i = 1,2, 3,4 given by (15), (19), (20), (21), can be written as

1 1 L .
Var(Ti) = {ﬁvOi + Hvli + ﬁin} + (termsindependentof n, n"and L) (24)
- 11 L. . .
whereVy;, Vii andVy; are the coefficients of the terr?]s o andﬁ in the expression fof;,i = 1,2,3,4.
Let us define a functiop as
W
(p=Var('ﬁ)+)\i{(c’1+c’2) n’+n(c1+czw1+c3T2)} (25)

where); is the Lagrange’s multiplier.
Partially differentiating equation (25) with respectfon andL and equating to zero, we get,

Vi (Voi + LVai) VoiW2C3
N=,/[———, n= and Lopt = | ————— (26)
Ai(c1+¢) \l A (cl+c2+c3%) Vai (€1 +Cowy)

Putting the value off, n andLoy from equation (26) in equation (23), we have,

)ﬂ/\W} 27)

1
VA = c {\/(VOi-H-optVZi) (Cl+02+c3|_

opt
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Thus the minimum value d&far (T;);i = 1,2,3,4 is given as

2
1 .
var (Ti)min = c {\/(Vm + LoptVai) (Cl+cz+03 IENZ ) + 4/ Vai (c’l+c’2)} — (termsindependentof n, W andL) (28)

opt

Neglecting the terms independent®fn andL, we have,

2
var (Ti)min = é {\/(Vm + LoptVai) (Cl+CZ+C3 CNZ ) +1/Vij (d1+d2)} (29)

opt

Putting the optimum value df from (26) to (29), we get the minimum value\dér (T;) as

2
Var (Ti)min = é { V/Voi (€1 + cowp ) + /Moiwacs + 4 /Vai (€] + dz)} (30)

4 Determination of n, nand L for specified varianceV =V}

LetV{ be the variance of the estimaffifi = 1,2, 3,4) fixed in advanced, so we have,

Vo Vi LV . .
Vg = % + ?1,' + TZ' + (termsindependentof n, n"andL);i = 1,2,3, 4. (31)

To obtain the optimum values aof, nandL and minimizing the average total cast for the specified nagaf the estimator
Ti , we define a functioy given as

W= (e + ) +n (et camn+ca? )+ (T-Vg)ii = 1,234 (32)

wherey; is the Lagrange’s multiplier. Partially differentiatinguation (32) with respect to’, n andL and equating to

zero, we get,
oo | MM n | M (Voi + LVaI )2 and Loy — || — VoiWaCs 33)
(c1+¢) (cl +co+ C3T) Vsi (€1 + Caws)

Putting the values aff, n andLoy from equation (33) in equation (31), we have,

{\/(Voi + LoptVai) <C1 +Co+ C3LVZ—;) +4/Vai (61 +65) }

VHi = (34)

V{+ (termsindependent of n, ’and L)

Thus the minimum expected total cost for the specified vag¥ will be given by

{\/(Voi + LoptVai) (01+Cz+03|ilz—;> +4/Vij (C’1+C’2)}

Cimin) = Vo + (termsindependent of n, n’andL) .

Neglecting the terms independent®fn andL, we have,

{\/(Vm + LoptVai) (01 +c2+ 033;’—;) + 4/ Vai (¢} + ) }

Gi(min) = \ (36)
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5 Empirical Study

For empirical study we considet][data. 25 families have been observed for the followingehr@riabesy: Head length
of second son

x1: Head length of first son

xo: Head breadth of first son

Y =18384,X; = 18572,X; = 15112,C, = 0.0546,C,, = 0.0526,C,, = 0.0488

Pyx, = 0.7108,pyx, = 0.6932,py,x, = 0.7346 Considem = 7 andn’ = 10

The table 1 given below shows the percentage relative effigiefyr,y;pg andTi(i = 1, 2,3,4) with respect to/* for the
different choice of K and L.

Table 1: Percentage relative efficiency of estimators wyt.t. —

K L | PREofYrwith | PRE of Y;pq | PRE of
respect tor* with respect to| Ti(i = 1,2,3,4)
Y* with respect to
Y*
0.1]| 2.0| 166.44 180.02 180.02
25| 161.61 173.76 173.76
3.0 | 157.43 168.41 168.41
3.5 | 153.78 163.78 163.78
0.2 | 20| 157.43 168.41 168.41
2.5 | 150.56 159.73 159.73
3.0 | 145.17 153.01 153.01
3.5 | 140.81 147.65 147.65
0.3 | 2.0 | 150.56 159.73 159.73
25| 142.88 150.19 150.19
3.0 | 137.22 143.28 143.28
3.5 | 132.88 138.04 138.04
0.4 | 20| 145.17 153.01 153.01
25| 137.22 143.28 143.28
3.0 | 131.65 136.56 136.56
3.5 | 127.53 131.65 131.65

6 Conclusion

In this paper, we have proposed ratio-cum-product typenestir in the presence of non-response under double sampling
scheme. From the table 1 we conclude that the efficiency gigsed estimators are greater than that of the estimator

proposed by§] and it is same as the estimator proposed18] |
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