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Abstract: This article presents a perishable inventory system urnal@iraious review at a service facility in which a waiting afer
customers is of finite sizBl. We assume that the replenishment of inventory is instaatas The items of inventory have exponential
life times. It is assumed that demand for the commodity isriff size. The arrivals of customers to the service statiomfa Poisson
process. The server goes for a vacation of an exponentistisitdited duration whenever the waiting area is zero. éfsbrver finds
the customer level is zero when he returns to the system, trediately takes another vacation. The individual custoiméssued

a demanded item after a random service time, which is digthas negative exponential. Also the waiting customezpeddently
reneges the system after an exponentially distributed atr@iuime. The joint probability distribution of the numbeustomers in the
system and the inventory levels is obtained in steady stege.Some measures of system performance in the steadgretaterived
and the total expected cost is also considered.

Keywords: Continuous review inventory system, Perishable item, iSeifacility, Impatient customer, Multiple server vacatio

1 Introduction

Research on queueing systems with inventory control hasiegpmuch attention of researchers over the last decades.
In this system, customers arrive at the service facility bp@ne and require service. In order to complete the customer
service, an item from the inventory is needed. A served costaeparts immediately from the system and the on - hand
inventory decreases by one at the moment of service corpléthis system is called a queueing - inventory systeh |
Berman and Kim I] analyzed a queueing - inventory system with Poisson dstiveponential service times and zero
lead times. The authors proved that the optimal policy ien&vorder when the system is empty. Berman and Safjna [
studied queueing - inventory systems with Poisson arriealstrary distribution service times and zero lead tinTdse
optimal value of the maximum allowable inventory which miizes the long - run expected cost rate has been obtained.

Berman and Sapn&] discussed a finite capacity system with Poisson arrivadgpeential distributed lead times
and service times. The existence of a stationary optimalaepolicy has been proved. Berman and Kizhdgddressed
an infinite capacity queueing - inventory system with Paisaarivals, exponential distributed lead times and service
times. The authors identified a replenishment policy whicximized the system profit. Berman and KiBj ftudied
internet based supply chains with Poisson arrivals, expiialeservice times, the Erlang lead times and found that the
optimal ordering policy has a monotonic threshold struet@ihe M/M/1 queueing - inventory system with backordering
was investigated by Schwarz and Daduhg[The authors derived the system steady state behavior uhde reorder
policy which is (0, Q) policy with an additional threshold drfthe queue length as a decision variable. Krishnamoorthy
et al., [LQ] introduced an additional control policy (N-policy) inte,(S) inventory system with positive service time.

In many real world queueing inventory systems, server(s) beezome unavailable for a random period of time when
there are no customers in the waiting line at a service caiplénstant. This random period of server absence, often
called a server vacation can represent the time of serverfogming some secondary task. This has been extensively
investigated (see Tian and Zhari@], Takagi ([16], [17]) and Doshi (p], [9]). Daniel and Ramanarayana8] have first
introduced the concept of server vacation in inventory with servers. InT], they have studied an inventory system
in which the server takes a rest when the level of the invgni®rzero. Sivakumarl5 analyzed a retrial inventory
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system with multiple server vacations. In that paper, thb@uconsidered afs,S) inventory system where arrivals of
customers form a Poisson process and if the server finds aty stopk at the end of a vacation, he takes another vacation
immediately otherwise he is ready to serve any arriving detaaRecently, Narayanan et dl1] considered an inventory
system with random positive service time. Customers atrigethe service station according to a Markovian arrival
process and service times for each customers had phasdisypleution.

In this paper, we consider(®,S) queueing- inventory system at a service facility with npl&iserver vacations and
impatient customers. The joint probability distributiohtiee number of customers in the waiting area and the invgntor
level is obtained in the steady state case. Various systeforpgence measures are derived and the total expected cost
rate is calculated. The rest of the paper is organized aafsllin the next section, we describe the mathematical model
and the notations used in this paper are defined. Analystseafiodel is given in section 3. The steady state solution of
the model are dealt with in section 4. Some key system pegoo@mmeasures are derived in section 5. In the section 6,
we calculate the total expected cost rate in the steady: Stiagdlast section is meant for conclusion.

2 Problem formulation

Consider a continuous review perishable inventory systemsarvice facility with the maximum capacity fSunits. The
waiting area space is limited to accommodate a maximum nuMbe customers including the one at the service point.
The arrival of customers is assumed to form a Poisson predédsparametei (> 0). The demand is for single item per
customer. The demanded item is delivered to the custonmmrafandom time of service. The service times of items are
assumed to be independent of each other and distributedjativeeexponential with parametgr We assumé\ types

of services are available at service facility. The custoat@oses typg service with probabilityp;, j =1,2,...,N and

N
S pj = 1. The life time of the commodity is assumed to be distribitechegative exponential with paramegér- 0).
i=1

We have assumed that an item of inventory that makes it ift@¢hvice process cannot perish while in service(@9)
ordering policy is adopted with zero lead time.

When no customer in the waiting area, the server leaves facation whose duration is exponentially distributed with
rate 3(> 0). If the server find the customer level is zero at the end of atiae, he takes another vacation immediately
(multiple vacations). If the server returns from the vamat@nd finds at least one customer in the waiting area then he
immediately starts to serve the waiting customer. An ingratcustomer leaves the system independently after a random
time which is distributed as negative exponential with pagtera (> 0). Note that in this model we have assumed that
the servicing customer can’'t impatient. The arriving costes find the waiting area full, is considered to be lost. Vie al
assume that the inter arrival times, service times, ser@eation times, impatience time and life time of each itenes ar
mutually independent random variables.

2.1 Notations:

0 : Zero matrix

[A];; : entry at (i, j)" position of a matrix A
5 1, if  j=i

} ) 0, otherwise
6j 14

keV) i k=i,i+1,...]

k . JoaCog---c ifr>k
11 ifr <k

e :(1,1,...,1)

3 Markov Chain

Let L(t) andX(t) respectively, denote the inventory level and the numbeunsfaners (waiting and being served) in the
waiting area at time.
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Further, let the status of the seréit) be defined as follows:

Yt : 0, if the server is on vacations at time t
"] 1, if the server is busy at time t

From the assumptions made on the input and output proceidsesn be shown that the stochastic process
{(L(t),Y(t),X(t)),t > 0} is a continuous time Markov chain with state sp&cevhich is defined as, Here

E : E; UEy, with
E1 . {(il,o,ig) | i1:1,2,...,S, i3=0,1,2,...,|\/|,}
E2 : {(il,l,ig) | i1:1,2,...,S, i3=1,2,...,|\/|,}

Define the following ordered sets:

. [(i1,0,0),(i1,0,1),...,(i,O,M), i1 =1,2,...S;
<<'1"2>>_{(il,l,l),(il,l,Z),...,(il,l,M),i1=1,2,...3

- _ <i,0>,i1=1,2,...S
Kh>= {<<i1,1>>, ih=12..5S
By ordering the state spaex 1 >> <« 23>, ..., < S>>, the infinitesimal generat@® can be conveniently written
in a block partitioned matrix with entries

KI>» «K2>» - KS>»>
K 1> O11 Oi12 O15s
K 2> ©21 O22 - O2s
- K3> O31 ©32 -+ Ozs
K S>> Os1 Os2 Oss

Due to the assumptions made on the demand and instantaepbersishment processes, we note that

if i1=1
Oi,j;, =0, for j1#1S
if i1=23...,S
@ilvjlzo, for jl#il,il—l.

We first consider the cag®; s. This will occur only when the inventory level is instantansaeplenished. First we
consider the inventory level is one, tha@s s. For this, we have the following three cases occur:

Case (i) If the server is on vacation and the customer leviblgrbuffer (waiting area) lies between zerdMo
—When the item is perish, the instantaneous replenishmkes e system state frofd,0,i3) to (S,0,i3) with
intensity of transitiory. The sub matrix of the transition rates froxn 1,0 >, to < S 0>>, is given by

Sy ja=is izeVM
[Calisis 0, otherwise.

Case (ii) If the server is busy and the customer level in thebis more than one
—At the time of service completion of customer, the inventergl decreases by one, in which case another customer
at the head of the queue (if any) is taken up for his servicewceehe transition takes place frofh, 1,i3) to

N

(S,1,i3—1) with intensity of transitiony p; u. The sub matrix of the transition rates froz1,1>>,t0 < S 1>,
=1

is given by

N

_lejﬂ ja=iz— 1 izge VM

J:

0, otherwise.

[Dl]iais =

(@© 2014 NSP
Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp

66 NS 2 K. jeganathan: Perishable Inventory System at Servicdiffesi..

Case (iii) If the server is busy and the number of customenébuffer is one
—When the service completion of the customer, both the irorgrievel and customer level in the buffer decrease
by one and the server starts his vacation. Thus a transél@stplace frongl,1,is) to (S,1,i3— 1) with intensity

N
of transition 3 pju. The sub matrix of the transition rates frogn 1,1 >, to < S,0 >, is given by
=1

N
iM, ja=iz—1iz=1
(Flisis = jzl Pil Js =13 3

0} otherwise.

We denoted; s asB; and the matribB; is given by

CiL jo=iz, i2=0
F jo=0, ip=1

Bile =D, =2, ip=1
0, otherwise.

Next, We consider the inventory level is more than one @nd,_1,i1 = 2,...,S This will occur only when the
service completion of the customer or any one ofithigems perishes. For this, we have the following three casesro

Case (i) If the server is on vacation and the customer levdlgrbuffer lies between zero M
—Any one of thei; items perishes, the inventory level decrease by one. Hdredransition takes place from
(i1,0,i3) to (i1 — 1,0,i3) with intensity of transition and the intensity of transitiQ y.

Case (ii) If the server is busy and the number of customerérbtiffer is one
—At the time of service completion of the customer, both theeiiory level and customer level in the buffer
decrease by one and the server starts his vacation. Hentmuis@ion takes place frorti;, 1,1) to (i — 1,0,0)

N
with intensity of transitiony pju.
=1
Case (iii) If the server is busy and the number of customenétuffer is more than one
—Any one of thei; items perishes, then the inventory level decrease by orteimtignsity of transition(i; — 1y).

Note that in this model we have assumed that the servicingégn not perish.
—At the time of service completion of the customer, both theeiiory level and customer level in the buffer

N
decrease by one and also the server become busy with iytewdittransition S pju. Hence
j=1

Oi,i,-1,11=2,3,...,S is given by
Fori;,=23,...,S

C, j2=0, i2=0

o _JDije=1 i2=1

[e|17|1_1]i2j2 - E ' j2 = 07 i2 1
0, otherwise.

o [iyis=is ize V!
(Ciulisia = {0 otherwise.

(ih—Dyijs=is, izeV
N

Disiajs = 4 2 PiH Ja=ls—1, i3 € VM
J:
0, otherwise.

Hence we will denot®;, ;, 1, denote a®;;, fori; =2,3,...,S
Finally, we consider the cas®, ;,,i1 = 1,...,S Here due to each one of the following mutually exclusive saae
transition results:
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—an arrival of a customer may occur
—a customer reneging in the buffer may occur
—server terminates his vacation may occur

When the inventory level lies between oneéSave have the following three state changes may arise:

Case(i): If the server is on vacation and no customer in thigngearea
—An arrival of a customer increases the number of customéremiiting area increases by one and the state of the
arrival process moves frofim, 0,0) to (i1,0,1), with intensity of transitiom .

Case(ii): If the server is on vacation and number of custgrimethe waiting area lies between oneMo

—An arrival of a customer increases the number of customéremiiting area increases by one and the state of the
arrival process moves frofiiy, 0,i3) to (i1,0,iz+ 1), with intensity of transitiom . Note we have assumed that the
customer finds the waiting area full, is considered to be lost

—At the end of the vacation if the server finds at least one costdn the waiting area, the server terminates his
vacation and the state of the process moves ffiarg,is) to (i1, 1,i3), with the intensity of transitiorf.

—An impatient customer leaves from the system without ggtsiervice and the state of the process moves from
(i1,0,i3) to (i1,0,i3 — 1), with intensity of transitionza.

Case(iii): If the server is busy and number of customersénihiting area lies between oneNb

—An arrival of a customer increases the number of customér@miiting area increases by one and the state of the
arrival process moves frofiy, 1,i3) to (i1, 1,i3+ 1), with intensity of transitiom .

—An impatient customer leaves from the system without ggtsiervice and the state of the process moves from
(i1,1,i3) to (i1,1,i3 — 1), with intensity of transition(i3 — 1)a. Note that in this model we have assumed that the
servicing customer can not impatient.

Using the above arguments, we have constructed the foltpmiatrices
Forip;=123,...,S

Hi, j2=0, i2=0

- _ )G j2=1, i2=0

[@|17|1]i2j2 - Kil j2: 1, ip=1
0, otherwise.

js=is, ige V)
[G]i313={313 wise,

0, otherwise.
A j3=i3+1, i3€Vq\MA_1
iga _ j3=i3—1,i3€V1
[Hizisjs = _()\ O+ . Ja=ls, I3 € VOM
(i3a +B)di0+i1y)
0 otherwise.
A j3=is+1, i€ VM
(i3—1)a _ jz=iz—llizeV,
) —Aamt(iz-Dagt ja=is,  ize V)
[K|1]|313 . N
(i=Dy+ 5 PiH)
J:
0, otherwise.

—For other transitions frorfis, iz, i3) to (j1, j2, j3), except(j1, j2, j3) # (i1,i2,13), the rate is zero.

—To obtain the intensity of passagx(i1,i2,is); (j1, j2, j3)) of state(i1,i2,i3) we note that the entries in any row of
this matrix add up to zero. Hence the diagonal entry is equile negative of the sum of the other entries in that
row. More explicitly
a((in,iz;03), (i, 03)) == 3 5 5> a((iniz is), (1, )2, j3))

I1 12 13
(in5i2,i3)#(1,]2,03)
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We denoted;, j,, denote agy,, forip = 2,3,...,S. Hence the matriX© can be written in the following form

Ail j].:i]_; i1=1,2,...,S
[@], o Bil j1=ih—1i1=2,...,S-1S
1)1 — Bl J1:S7|1:1’

0 Otherwise.
More explicitly,

1 2 3 S-1 S
1 At 0 O 0 B
2 B, A, O 0 0
3 0 Bz As 0 0

[e]iljl = : : :

S-11 0 0 O As1 O
S 0 0 O Bs As

The infinitesimal generator

O = ((a((i1,iz,i3),(j1,2,i3)))), (i1,i2,13),(j1,J2,]3) €E

of this Markov process, we can constructed the followingestie@ansitions:

a( (i1,i2,i3), (J1.J2,J3) ) =

A, j1=i1,  jo=ip ja=iz+1,
i1eVyS  i2=0, izeVM,
or

j1=li1, ja=iz, ja=iz+1,
ilevls, ir=1, i3€V{VI_1,
or

N
Elpju Jl:S, J2:Oa J3:07
i=

i1=1, i2=1, iz=1,

or
j1=S ja=i2, j3=i3—1,
ip =1, ir=1, i3€V2M,
or

ji=ii—1,j2=1 jz=iz—1,
ij_EVZS, ir=1, i3€V2M,
or
jl:il_17j2:oa j3:07
ij_EVZS, ip=1, ig=1,
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B ji=i1,  j2=0, jz=iz,
ilevls, i2=0, i3€Vj'_V|,
Y, j1=S§ j2=0, jz=isz,
ip=1, ip=0, izeV,
i1y, ji=i1—1,j2=0, ja=is,

ij_EVZS, i2=0, i3€V(')V|,

(i1—1)y, ji=i1—1jo=1, jz=is,
ilevzs, i2=1, i3€VlM,

isq, ji=i1,  ja=iz, ja=iz—1,
|16V15, i =0, I3€V1M,

(i3—1a, ji=i1,  jo=iz, ja=iz—1,
ilevls, i2=1, i3€V2M,

—()\5_3M+(i30+3)5_30+ ji=li1,  Jja=i2, ja=I3,
i1y), i1eVy,  i=0, izeV,

—()\(53M4-(i3—1)aa31+ ji=li1, 2=z, j3=13,
N

(Il_l)y+ zlp]“)7 ilEVlS, i2:07 i3€V(')V|7
J=

0, otherwise.

It may be noted that the matricds, andB;,, i1 =1,2,...,S, are square matrices of siggM + 1) x (2M+1). C;,, and
Hi,,i1=1,23,...,S are square matrices of sizél + 1) x (M+1). Di;, andKi,, i1 = 1,2,3,...,S, are square matrices
of sizeM x M. F andG are matrices of siz®8l x (M +1) and(M + 1) x M respectively.

4 Computation of steady state probability vector

It can be seen from the structure®fthat the homogeneous Markov procésis(t), Y (t),X(t)),t > 0} on the finite space
E is irreducible. Hence the limiting distribution

@125 = fim PriL(t) = i1,Y(t) =i2,X(t) =i5]L(0),Y(0), X(0)],

exists. Letd = (oY, ..., ¢9),

partitioning the vectorg!it) as follows, fori, > 1

o) = (p0 glt) i1 =12...§

which is partitioned as follows,

@10 = (1100 glt0l)  gItOM) iy =125

gD — (gLl ity h—12...5

wheregliti213) denotes the steady state probability for the stité,, i) of the process, exists and is given by

®0=0 and z Z Z plivizia) — 1, "

(i1,i2,i3)

The first equation of the above yields the following set ofapns:

QA+ UB Ly =0,  i1=12..,S-1, (2)
@SAs+ ¢VB; = 0. (3)
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The limiting probability distributionpit) i; = 1,...,S can be obtained using the following algorithm.

Algorithm:
1. Solve the following system of equations to find the valug'df

I S-1
o B+ {(—1)&1 QlA,BH_llﬂ =0,
r=
and
[ s i1
o |5 ((—1)'11 0 A,Brjl) +lle=1
_i1:2 r=1
2. Compute the values of
. lr=i1—1 1 .
MMy = (=1)"*" k-Q AB 1 i1=212...,S
=1
3. Usingp® andflT,,ip = .,Scalculate the value ap() i; = .,S. Thatis,

(p('l):qo( )nil’ |1:1,...,S

5 Performance measures of the system

In this section some performance measures of the systenn codgideration in the steady state are derived.

5.1 Mean inventory level

Letn;; denote the mean inventory level in the steady state. Siflidds the steady state probability vector that therei are
items in the inventory with each component represents &péat combination of the number of customers in the system
and the status of serves!it)e gives the probability of; item in the inventory in the steady state. Hemgeis given by

S

m=3 i1pive

i=1

5.2 Expected reorder rate

Let ngr denote the mean reorder rate in the steady state. We notertbatder is triggered when the inventory level drops
from 1 to 0. This will occur when

1.a service completion of the customer if the server is buslyamly one customer in the system or

2.a service completion of the customer if the server is bushthe system has more than one customer or

3.a failure of one item if the server is on vacation and the Ipemof customers in the waiting area lies between zero to
M.

This Ieads to

nRR—Zp utpl“+z pufp“'3 +ZV<pl°'3> @)
i3=2]= i3=0

5.3 Mean failure rate

Sinceg(i1i213) js a vector of probabilities with the inventory leveiis status of the server is and the number of customer
in the waiting area i3, the mean failure ratger in the steady state is given by

S M
NER = z y(plolg + Z z|lV(PI1’OI3 + z z i1—1 V(0|1’1|3 (5)
|3 0 |1 2|3 0 |1 2I3 1
(© 2014 NSP
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5.4 Mean loss rate of the customers

Let n.r denote the mean loss rate of the customer in the steady Atatarriving customer finds the waiting area is full
and leave the system without getting service. These cussoane considered to be lost. Thus we obtain

S 1
MR = Aqo(il-,iZaiB) (6)
5.5 Mean waiting time

Let nwt denote the mean waiting time in the steady state and is giyen b
Nww

= —_—, 7

nwrt Nare (7
where

S 1 M rinia)
nww = izl 1213
and the mean arrival rate (Rod<?]), Nara is given by

S M-1 (i11is) S M-1 (i1,0is)
NArA = Api'ris) + Al

5.6 Mean Reneging rate

Let np denote the mean reneging rate of the customers in the stesdynich is given by

S M . ) S M S
mep = z z i3aq)(llvov|3> + z z (|3 _ 1)0(0('1111'3) (8)
i=1is i=1is

5.7 Fraction of time the server ison vacation
Let npyv denote the fraction of time the server is on vacation in thady state and is given by
s M
v =3 5 @0 (9)
i1=1i3=0

5.8 Mean number of customers waiting while server is on vacation

Let nwv denote the mean number of customers waiting while servar isoation in the steady state and is given by

Y o
nw = Z Z i3¢(ll,0,la) (10)

i1=1i3=1
5.9 Mean number of customersin the system when the server is providing service

Let nwp denote the mean number of customers in the waiting area \ileesetver is busy in the steady state and is given
by

S M
_ i nlitsLiz)
nwe = i3¢ (11)
2,2,
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5.10 Probability that server is busy

Let Pss denote probability that server is busy in the steady staielwik given by

@lintis) (12)
1

Pg =
i

Mo
M=z

1i

6 Optimal cost analysis

In this section, we discuss the problem of minimizing thadyestate expected cost rate under the following costtsireic

Ch : The inventory carrying cost per unit item per unit time
Cs : Set up cost (ordering cost) per order

Cp : Failure cost per unit item per unit time

Cw : Waiting time cost of a customer per unit time

¢ : balking cost per customer per unit time.,

Cr : reneging cost per customer per unit time,

Then the long run total expected cost rate is given by

TC(SN,M) = cniii + CsNRrR+ CplFR+ CwlwT + CINLR+ G 1Nip (13)

Substituting the values af’s we get TC(S, N, M)=

S

Ch Z |1q0'1 e+Cs
I]_ 1

N M N
Z J“qolll_'_z Zpu¢11|3+zy¢10|3

= I3=2]= i3=0

Cp lz yq)lOI?, i %_ yq)ll,OI?, + z z y(pll,llg,

i3=0 I1 2I3 1

z z|30¢|10|3 +z z |3_ a(p|11|3

Il— I3—l 1= ll3 1 ‘|

+

1

Nww (i1,
Gty Aglivizia) 4
NARA |1zllzzo

7 Conclusion

The stochastic model discussed here is useful in studyimgiahiable inventory system at a service facility with npiéi
server vacations. The joint probability distribution oéthumber of customers in the waiting area and the inventog} le

is derived in the steady state. Various system performamasures are derived and the long-run total expected cest rat
is calculated. The authors are working in the direction of RM@arkovian arrival process) arrival for the customers and
service times follow PH-distributions.
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