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Abstract: This paper concerns the oscillation of solutions to second order non-linear dynamic equation with damping

(r(O® (A ()2 +p(O)¥ (1) +q(1)x° (1) = 0

on a time scale T which is unbounded above. r(¢), p(¢) and ¢(¢) are positive rd-continuous functions. ¥ : T — R is rd-continuous
functions. Our results are new and different many known results for second order dynamic equations.
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1. Introduction

The theory of time scales, which has recently received a lot
of attention, was introduced by Stefan Hilger in his PhD
thesis in 1988 in order to unify continuous and discrete
analysis (see [1]). Since Stefan Hilger formed the defini-
tion of derivatives and integrals on time scales, several au-
thors have expounded on various aspects of the new theory,
see the paper by Agarwal, et al. ([2]) and the references
cited . A book on the subject of time scales by Bohner and
Peterson [3] summarizes and organizes much of time scale
calculus.

A time scale T is an arbitrary nonempty closed subset
of the real numbers R. Since we are interested in the oscil-
latory of solutions near infinity, we assume that supT = oo,
and define the time scale interval [tp,e0)T by [tg,o0)T :=
[fo,00) N T. We assume that T has the topology that it in-
herits from the standard topology on the real numbers T.

In this paper we shall study the oscillations of the fol-
lowing non-linear second order dynamic equations with
damping
(r(0) P (& (D)2 + ()P (x* (1)) +q(1)x° (1) = 0, (D
where p(t),q(t) and r(t) are positive rd-continuous func-

tions.
In the last few years, much interest has focused on ob-

taining sufficient conditions for the oscillation/nonoscillation

of solutions of different classes of dynamic equations on
time scales, and we refer the reader to the papers [4-21].

Agarwal et al. ([4]), have considered the second order
perturbed dynamic equation

(r(O) (A (O +F (1,x(1)) = Gt,x(1), (1), ()

where ¥ € N is odd and they have interested in asymptotic
behavior of solutions of equation (2). In [5], Saker and et
al. considered the non-linear dynamic equation

(a(e)x® (0))* + p(0)x*" (1) +a() f(x° () = 0

when a(t), p(t),r(t) are positive rd-continuous functions.
They gave some sufficient conditions for oscillation.

The authors supposed that uf(u) > 0, f(u) /u > K > 0 and
f(u) > kforu#0.

In this paper, by employing the Riccati transformation
technique we will establish some sufficient conditions for
the oscillation of (1). The paper is organized as follows: In
Section 2, we develop the Riccati transformation technique
to give some sufficient conditions for the oscillation of all
solutions of (1). In Section 3, we establish some sufficient
conditions for oscillation of Eq. (1) with p(r) = 0.

We will use some of following assumptions:

(Hy) r(t), p(t), and g(t) are positive real-valued rd-functions,

(H)¥:T—R, Y% > kfor k>0, u 0,

Ju

(H3) fi7 (st ez (t,10)) At = oo

Our attention is restricted to those solutions of (1) which
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exist on some half-line [t,,o0) and satisfy sup{|x(¢)|: ¢ >
T} >0 for any T > 1, . We assume the standing hypothesis
that (1) does possess such solutions. A solution x(z) of (1)
is said to be oscillatory if it is neither eventually positive
nor eventually negative, otherwise it is nonoscillatory. The
equation itself is called oscillatory if all its solutions are
oscillatory.

2. Main results
Theorem 2.1. Assume that (H;) — (H3) holds. Further-

more, assume that there exist a positive real rd-functions
differentiable functions z(¢) such that

! r(s)A%(s
lim sup A {z(s)q(s)—x(%)(‘i)()} As=oco,  (3)
where
_ ay_z0p@)
a0 = |20 - L2020

then every solution of (1) is oscillatory.

Proof. Suppose to the contrary that x(¢) is a nonoscillatory

solution of (1). Without loss of generality, we may assume
that x(z) > 0 for ¢ > #; > fp. We shall consider only this
case, since in view of (H,), the proof of the case when x(7)
is eventually negative is similar. Now, we claim that x* (¢)
has a fixed sign on the interval [fp,o0) for some 7, > #;.
From (1), since g(f) > 0, we have

(r(0) P (& ()2 + ()P (x* (1)) = —q(1)x° () <0,
(rOP ()" + p() P (¥ (1)) < 0.
By setting
y(t) = r(e)P (A (1)),
we immediately see that,

p(1)y(t)
Y0+ T

which implies that

(y(t)e_g)A <0.

Then y(t)e_ £ is decreasing and thus y(r) is eventually of
one sing. Then x* () has a fixed sing for all sufficiently
large t and we have one of the following:

First, we consider x(¢) > 0 on [tp,0) for some t, > t;.
Then in view of (1) we have

<0,

x(t) > 0,x2(t) >0, (r() P2 ()2 <0t >1. (4

Define the function w(z) by Riccati substitution

=) )

Then w(t) > 0, and satisfies

3 o [2(t)]1*  2(t) A
w0 = [rowe o)) | 53]+ 55 [owee o)
In view of (1) and (5), we see that fort > 13

20— o
W= ey )]

z(t) c
o POPE @)~ g 0) ©)

However from (4),
r()P (A (1) > (r() P (1)), x(1) > x(1). ()
Using (7) and (H>) in (6), we have

W0 B0 50— S pOv ) 0L
o xA(t) r xA o
<) O (1)
W) _ <0)ple) v ()
wA (1) < ZA(r) w0 A0 @0 —z2(t)q(1)
(47 (1))
IR0
0p()] w7 )
WA(I)gfz(Z)Q(t) + {A( )— (1) ] (1)
(4 1))
ERNE0)70) ®
W (1) C0)
WA (0) < —20a() +A0) 1y — 20 s ©
where
agy_ 0p)
A(:)_[z -2 ]
Then
W0 < — (g0 + 0
2
z(t) wo(r) 1 [xr(t)
_l w0 =) 2\ ) A(”] |
kr(t)A%(t)

WA (t) < Z(I)Q(t) - 4Z(t)

Integration from #3 to t, we obtain

4 Kr(s)Az(s)
() —wie) < - | [z<s>q<s> - %()] As
which yields

4 r(s)AZ(s
[ [z<s>q<s> - "(43(/‘)”} As < w(ts) —wit) < w(ts)ot > 13

© 2013 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci. Lett. 1, No. 1, 29-34 (2013) / www.naturalspublishing.com/Journals.asp

for all large t. This is contrary to (3).

Next, we consider x* (1) < 0 fort >, > 1 .

Define the function u(t) = —r(t)¥(x*(t)). The from (1)
and (H3), we have

ut (t) + l:((tt))u(t) > 0= u(t) > u(t2)e_p (t,12),
Thus

—r(O) (A (1) > u(tr)e_p (1,12).

P 0) < ) (e pltn).

from (H3) there is a k > 0, so that

e (1) < —u(ta) (r(lt)

Integrating (10) from 7, to t, we have

x(t) —x(t2) < M/j (l)e_f(t,12)> As.

K , \r(t

)W (x(¢ LA
w/ (H (t,,2)> As.
K n \r(t) T
so condition (Hz) implies that x(t) is eventually negative,
which is a contradiction. The proof is complete.

e;;(t,l‘z)) . (10)

x(t) < x(t2) +

Corollary 2.2. Assume that (H;) — (H3) hold. If

t

lim sup
t—ro0 o

)~ 'Z’;Z(S)] As=eo (1D

then every solution (1) is oscillatory.
Example 2.3. Consider the dynamic equation

(t'P(xA (r)))A + ('P(xA (r))) + %xc (1)=0, >0
1

where r(1) =1, p(t) =1, q(t) = 7,
Y(x2(1)) = (x*(¢))**!, k € N. All conditions of Corol-

where Z(t,19) = f,; @As, then every solution (1) is oscil-
latory.

Now, let us introduce the class of functions R which will
be extensively used in the sequel. Let Dy = {(¢,s) € T? :
t>s>1ty}and D= {(t,s) € T?>:t > s> to}. The function
H € C,y(D,R) is said belongs to the class R if

(i) H(t,t) =0, t >1y, H(t,s) > 0, on Dy,

(ii) H has a continuous A-partial derivative HA(¢,s) on
Dy with respect to the second variable.(H is rd-continuous
function if H is rd-continuous function in t and s.)

Theorem 2.6. Assume that (H;) — (H3) hold.Let z(t) be

positive real rd-functions differentiable function and let
H : D — R be rd-continuous function such that H belongs
to the class PR and where

n?ﬂpﬁ [ t [Hu,s)z(s)q(s)

4e()H(1,5) }AS:“” (13

(r,5) = 2% (s)H (1,5) + H(1,5)A(s).
Then every solution of (1) is oscillatory.

Proof. Suppose to the contrary that x(t) is a nonoscillatory

solution of (1) and let #; > #y be such that x(¢) # 0 for all
t > t1 , so without loss of generality, we may assume that
x(t) is an eventually positive solution of (1) with x(¢) > 0
for all r > ¢ sufficiently large. In view of Theorem 2.1 we
see that x* (¢) is eventually negative or eventually positive.
If x4 (¢) is eventually negative, we are then back to sec-
ond case of Theorem 2.1 and we obtain a contradiction.
If x* (¢) is eventually positive, we assume that there exists
t > t; such that x* (1) > 0 for £ > #; and proceed as in the
proof of first of Theorem 2 . From (9), it follows that

we (1)

(we (1))

122/,.2.2 and (H)) — (Hs) are satisfied. Hence it is oscilla- wA (1) < —z(t)q(t) +A(r) o) z(t) PEIDE0k (14)

Corollary 2.4. Assume that (H;) — (H3) hold. If we multiply to (14) to H(t,s) then

! r(s)(s7)A —s"p(s))? w®
h?li?p i {syq(s) _ K(rl)( Qr(s) "p(s)) Ks_y} As=oo  H(t,s)W* (1) < —H(t,5)z(t)q(t) + H(t,s)A(r) Z"((tt))

h lution (1) is oscillat (2 — H(s)a(t) =) ’
then every solution (1) is oscillatory. ,8)Z @O0
Corollary 2.5. Assume that (H;) — (H3) hold. If

. i Kr(s) wO (1)

lim sup i [Z(S,IO)CI(S)— 1Z(s.10) <Z(Z(s7to))A H(t,5)z(1)q(t) < —H(t,s)w™(t) + H(t,s)A(r) =)
Z5.0pl) ) oy (02
o) Ja=e e o)
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Using the integration by parts formula, we have

IZH(Ls)z(s)q(s)As < —H(t,t)w(t)+H(t,12)w(t2)
+ IHSA (t,5)w°
+ t:H (t,5)A(s) va: ((SS))

! WG s ’
_ /tzH(I,S)Z(S)I(‘((z("@)()z)}@

0, we obtain

(s)As

where H(t,t) =

H(9))9(5)4s < Hopw(i) + [ | (5)H2 9

5] 5]

+ H(t,s)A(s)}

/IzH(t,s)z(s)q( VAs < H(t,0)w(t2) + Z<P 5) wo(s)As

p) th 79(s)
2
)

Therefore, by completing the square as in Theorem 2.1, we
obtain

tH(Ls)z(s)q(s)As < H(t,tr)w(r)

15}

! Kr(s)
+ t m(pz(t,s)As

_/[ H(t,5)2(s) w° (s)

2 kr(s)  z9(s)
1 Kr(s) 2
-5\ s #00) as
Hence, we obtain
/ H l‘ S AS < H(I tZ)W(l‘z)
! Kr(s
" fh m(pz(tas)As.

Then for all t > 1,, we have

i Kr(s)

H(t —

/[ (:5)20)405) = 031
and this implies that

Kr(s)

lirtri)soilp % /tzt [H(t,s)z(s)q(s) - Alz(s)l-l(t,s)(pz(t’s)} As

< W(t2)v

which contradicts (13). The proof is complete.
The consequences of Theorem 2.6, we get the following.

)(pz(t,s)] A < H(t,1)w(ty)

Corollary 2.7. Suppose that the assumptions of Theorem
2.6 hold. If

limsup H(tl,tz) /t;H(t’S) {q(s) B Z((j)) <I§(Ets§)
2

then every solution of (1) is oscillatory.

Corollary 2.8. Let the assumption (13) in Theorem 2.6
be replaced by

[ Hs)z(5)q(s) ==,

H(t,t) Ji

) 1 ! Kr(s)
limsup e o) /to [ 2 (5)H (s) (H (t,5)A(s)

+ 25 ()H (r,s>ﬂm <o

lim sup
t—ro0

then every solution of (1) is oscillatory.

Remarks 2.9. [3, Remarks 2.3] Let H(z,s) = (t —s)" ,

(t,5) € D with n > 1, we see that H belongs to the class
R. Hence

((t—9)")* < —nlt—o(s)"".

Corollary 2.10. Assume that (H;) — (H3) hold.Let z(¢) be
positive real rd-functions differentiable function . If

| T Kr(9)6%5)]
llgis:p— i [(l—s) z(s)q(s)—m As = oo,
where

9(t,8) = (1 =5)"A(s) +n2° (1) (t — 0 (s))" .t 25 219, n > 1

then equation (1) is oscillatory on [fg, ).

3. Equation (1) with p(r) = 0.

We establish some sufficient conditions for oscillation of
Eq. (1) with p(¢) = 0.

Theorem 3.1 Assume that (H; ) — (H3) hold. Furthermore,

assume that there exists a positive real rd-continuous func-
tion z(¢) such that

1
limsup
t—roo o

kr(s)
4z(s)

A%(s)| As=oo

[z(s)q(s) - (15)

then every solution of Eq. (1) is oscillatory.

Proof. Suppose to the contrary that x(¢) is a nonoscilla-
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tory solution of (1) and let #; > #y be such that x(¢) # O for
allt > #;, so without loss of generality, we may assume that
x(t) is an eventually positive solution of (1) with x(¢) > 0
for all ¢ > #; sufficiently large. In view of Theorem 2.1 we
see that x4 (¢) is eventually negative or eventually positive.
If x4 (t) is eventually negative, we are then back to sec-
ond case of Theorem 2.1 and we obtain a contradiction.
If x* (¢) is eventually positive, we assume that there exists
t > t; such that x* (t) > 0 for t, > #; and proceed as in the
proof of first case of Theorem 2.1. From (9), we have

W0 < = 2(0gl0) +A) 5
) e (), (16)

The proof is similar to that of Theorem 2.1 and hence is
omitted.

Corollary 3.2. Assume that (H;) — (H3) hold. If

ot
lim sup
t—oo  Ji

[q(s)—étrm As=e  (I7)

then equation (1) is oscillatory.

Theorem 3.3. Assume that (H;) — (H3) hold.Let z(¢) be

positive real rd-functions differentiable function and let
H : D — R be rd-continuous function such that H belongs
to the class R . If

lim sup /tt [H(l,S)Z(S)Q(S)

1
f—s00 H(t,to) 0

where
C(t,s) =72 (s)HA(1,5) + H(t,s),
then equation (1) is oscillatory.

Corollary 2.4. Assume that (H;) — (H3) hold. Let z(¢) = 1.
If

liltis:pH(tl’ o) ./I:H(t,s) (q(s) - 4rK(s)) As =00,

then every solution of (1) is oscillatory.
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