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Abstract: In this paper we present a method and algorithm for computing the differentiation numerically at specific point. We
have shown results for a lot of functions at many different points, andcompared them with results from other methods to show the
applicability and the simplicity for the proposed method. We introduced the algorithm through Matlab code to be used directly from
the users.
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1 Introduction

Nowadays, numerical differentiation is not an attractive
area of interest for most of the researchers, as it has been
investigated deeply for decades after Newton’s
introduction for the calculus science. A lot of historical
contributions still in use until this time by the researchers.
As an example, using Lagrange interpolation to deduce
the derivatives. The idea of using Lagrange interpolation
depends on approximating an interval from a function to
specific polynomial with a specific degree, and then we
apply the differentiation on the deduced polynomial
instead of the function.

We introduced in our review paper [7] the possibility
of using the generated function to replace an interval from
the function to polynomials. Although, the generated
function gives the same results as Lagrange interpolation,
it depends on deducing the polynomial’s coefficients
using simple and programmable algorithm by solving
system of linear equations. The simplicity of using the
generated function [7] inspired us to enlarge our
imagination, so we started questioning the ability of using
the generated function as a numerical integration method,
which led us to the paper [9] and using it for solving non
linear equations, which led us to the paper [8].

We have cited number of text books, which helped us
through our literature review [1,2,3,6] and [10], these
texts substituted the lack of modern papers in numerical

differentiation. Van der Monde matrix, played an essential
rule in the development of Lagrange interpolation, so it
was a logical call to cite the paper [5] to be aware about
this contribution. We have cited some of the other works,
which seemed interesting and relevant to us during our
research.

In this paper we investigated and verified the
possibility of using the generated function as a numerical
differentiation method. As a result, we introduced an
algorithm, which simulates the proposed method, in order
to compute the derivatives numerically for a function at
specific points. The algorithm is not limited to the
computation of the first derivative, but it can efficiently
compute further orders of derivatives like the second, the
third...etc.

Our method and the resultant algorithm depend on the
approximation of an interval from the function to
polynomials using the procedures in [7], and then we
apply the differentiation on the polynomials. The results
urge us to present this paper to the audience, especially
the engineers or the applied mathematicians, because our
method and algorithm will allow the scientific community
to compute the derivatives smoothly and we were
working to ensure that by providing Matlab code in the
paper, which is ready to be used.
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2 The methodology

We can assume the generated function that replaces an
interval from the function to be differentiated in a general
polynomial form

g(x)|x2
x1
=

n

∑
i=0

aix
i =a0+a1x+a2x2

. . .anxn
, (1)

x1 & x2 are the interval limits

We can format the derivathves ofg(x)to be

g(x)
′
= a1+2a2x . . .nanxn−1

,

g(x)
′′
= 2a2+3a3x . . .n(n−1)anxn−2

,

(2)

It is noticeable and by induction that for the derivative of
order,m

g(x)(m) =
n−m

∑
i=0

(i+m)!
i!

ai+mxi 0≤ m ≤ N (3)

2.1 The concept of limitation

We have to consider and choose the degreen for the
polynomial wisely. We can’t consider high degrees ofn
because of the oscillations of the high polynomial
degrees. On the other hand, we can’t just consider low
degree ofn because the accuracy of the approximation
will decrease. However, we will make a limitation for
choosing the degreen, as we will choose low degrees
relatively but in a narrow intervals. As we focus on
computing the derivatives at specific point, we will
consider a small interval that contains this point, and
make the approximation for this interval using the
generated function with low degrees relatively.

2.2 The logical steps for making the nemerical
differentiation

First: The definition of the interval

In this step we must to define an interval that contains
the point on x-axis in which the derivatives are calculated
over it. We will assume this point to bex0 and the limits
of the interval will be[χ0−∆ χ ,χ0+∆ χ] the value of∆ χ
must be small ratio like 0.01 or 0.1.

Second: detenminingg(x) for the inrterval

Generally, by assumingg(x) with n degree andn+ 1
terms, then we will needn + 1 points on the interval
[χ0−∆ χ ,χ0+∆ χ] in order to determine the coefficients
a0,a1,a2...an. As a result,

d =
(x0+∆x)− (x0−∆x)

n
=

2∆x
n

(4)

d is the distance between two sucssesive points

The system of linear equations used fon determiring
a0,a1,a2...an matrix form

XA = F (5)

Where,
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(6)

Third: apply the differentiation on the deduced g(x)
and substitute with values
We will chose a derivaeive order (m) and specific point
(x) and then we can use Eq.(3) to determine the final
rtsultant value.

2.3 Example collects the logical steps

Example (0): determine the first derivative for Ln(x) at
x=5.

Step (1):we will select∆x = 0.1 then we have interval
from 4.9 to 5.1.

Step (2):we will use g(x) with 3 terms (2nd degree)

g(χ)
∣

∣

∣

∣

5.1

4.9
=

2

∑
i=0

aix
i = a0+a1x+a2x2 (7)

Then, d = 5.1−4.9
3−1 = 0.1 and the system of linear

equations will be

In(4.9) = a0+4.9a1+4.92a2

In(5) = a0+5a1+52a2

In(5.1) = a0+5.1a1+5.12a2

(8)

After we solve the above three equations then,
g(x) = 0.1.9204+0.400066x−0.020004x2
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Step (3): ue will substitute in Eq.(3) with m=1, n=2
and x=5 thendg(x)

dx = 0.400066−2∗0.020004x
The result = 0.200026

We know thatdln(x)
dx = 1

x exactly, so at x=5 the exact result
will be 0.2. So, we notice the error amount is 0.000026.

3 Properties of the method

3.1 The restriction of choosing the derivative
order (m) and the polynomial degree (n)

By studying Eq.(3), its noticeable that there must be some
restrictions. Obviously, we have to ensure that the
considered polynomial degreen will not vanish with the
derivative orderm . As a result, we have to be restricted
with the inequality

n > m+1 (9)

3.2 The combination between ∆ χ,n and the
accuracy

We prefer to choose reasonable degree ofn to avoid both
of the oscillations and the decreasing of the accuracy, so,
it will be logical not to excide the 10th polynomial degree.
Also, it seemed logical to choose∆ χ small to have more
accurate approximation, but very small values of∆ χ may
cause singularity and problems in the calculation
procedure. As a result, we will prefer to choose it between
0.01 and 0.1. In order to reach the demanded accuracy, we
have to achieve consistency in our choice for∆ χ andn

4 Matlab code to simulate our algorithm
followed by results and comparisons

The code presented in this paper capable of asking the
user to enter∆x,n,m & X0 and the program will check the
condition explained in the section [3.2.], and then the
program will compute the result.
Example (1): We have run the code for
∆x = 0.1,n = 10 & di f f erent m and we collected the
results in table.1 , and we compared it with the results
from the ready programs package for numerical
differentiation in programs like ”matlab” or ”winplot”
and our results have proved the applicability of this
method to be used in the scientific computing.

5 Conclucion

We have shown to the scientific community an easy,
simple and applicable method and algorithm, in order to
compute the derivatives for a function at specific point

note: the lines with % in the start and in the end are in a green color only for explanation.

Table 1: maay computations for functions and several derivatives
compared with some of the other known results

numerically. Our work is an extension for other works
that depend on the generated function [7] to make
numerical methods, as we published before a method and
algorithm to make numerical integration [9] and solve
equations [8], and in this paper we proposed numerical
differentiation method following the same concepts.

We believe that this paper will help the scientific
community by the attached Matlab code, which is ready
to run. The comparisons and the examples introduced in
this paper must urge the audience to use the proposed
algorithm and code.
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