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Abstract: In this paper, we develop a fluid model that seeks to expose the fumtidokaracteristics and mathematical theory of peer-
to-peer streaming system with transcoding. We find out and prove thab\alp peers receiving data above some flow rate, there is a
lower bound of server upload bandwidth in this kind of system. We givevarfhte allocation algorithm to achieve the minimal server
upload bandwidth in the proof. We compare this lower bound with the minieraleshd of server upload bandwidth of no transcoding
system. And, we prove that, the demand of server upload bandwidtmectrding peer-to-peer streaming system using the proposed
algorithm is the necessary (not sufficient) condition for the no transgamtie. At last, we give the simulations experiment to show the
difference of server load in transcoding and no transcoding systems.

Keywords: Peer-to-peer Network, Network Optimization, Flow Rate Allocation, Stregr8iystem.

1 Introduction networked consumer electronics, NAT/firewall traversal,
and codec inflexibility. §,9] also discusses the video
With the popular of peer-to-peer (P2P) streaming, peerdranscoding in P2P network of IPTV systerii] proposes
become more and more complex. These clients, such a8 P2P transcoding method for heterogeneity mobile
PC, TV, tablet, PDA, cellphone, and so on, have variousstreaming. The paper seeks to increase the flexibility of
screen sizes, color depth and multimedia qualities.coding data, which bases on diverse display size,
Specially, they may have different multimedia coding computing power, memory, and media capabilities in
algorithm with heterogeneous hardware and software, andevices. §] designs a transcoding system for P2P
they may have different bandwidth with heterogeneousstreaming based on farming computing architectuzg. [
network [L,2]. In traditional P2P multimedia streaming summarizes and categorizes the P2P streaming system
system, one single overlay network or server cannotwith transcoding by different network environments and
support all of these clients. However more networks andtranscoding service placed.(] presents a P2P streaming
servers may need more resources. system named CloudStream, which is a cloud-based
In recent years, there are some literature which studiesideo proxy that can deliver streaming videos by
on transcoding (or named peer-assisted transcodif)g [ transcoding the original video in real time to a scalable
technique utilized in P2P streaming systeB]j.groposes codec. And 11] propose a collaborative strategy that
a multimedia streaming architecture in which transcodingleverages the peering architecture of P2P networks and
services coordinate to transform the streaming data intanakes the computational resources of peers sharable and
different formats in P2P systemd][proposes a system collaborative.
named PAT (Peer-Assisted Transcoding) to enable These researches announces that, compared with
effective online transcoding and seek to reduce theraditional designs, P2P streaming system with
bandwidth consumption and computing overhead in P2Rranscoding have better performances in some situations,
network. In p], the transcoding technique is used in somesuch as heterogeneous drivers, various multimedia
total new network environments. The paper discussegoding, peer churn, and so on. Nevertheless, existent
issues that are relevant to enabling P2P streaming istudies just focus on network protocols design and
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region 1

multimedia coding algorithm, which lacks of
mathematically investigate and deeply understand their
systems in network fluid theory. Even more importantly,
there exists no relative research that focuses on what
conditions the transcoding suits and how much benefit
exactly in quantity the new technique taken to the system.
In this paper, we are interested in the basic fluid
theory for P2P streaming system with transcoding. We
develop a fluid model that seeks to expose some
fundamental characteristics and limitations of P2P
streaming system with transcoding. There are some
literature that discusses and analyzes the issues of P2P
streaming system upload bandwidth by mathematic fluid
model in various situations.1p] develops a basic Fig. 1: Example of P2P streaming system with transcoding.
stochastic model and fluid theory for the typical P2P
streaming system. 1B] derives and proves the
performance bounds for minimum server load and
maximum streaming rate in P2P streaming systeld, [ multimedia quality, we denote by (i = 1,...,m) for the
15,16] discusses the issue of achievable streaming rate ircoding rate of the regions, and we call a region region
P2P streaming system with multiple multimedia channelswhen their coding rate is;. A peer in region can play
[17] provides a taxonomy of P2P streaming system,multimedia program smoothly when it receives fresh data
depending on whether the given topology is a full meshbits from system at least at rate

graph or an arbitrary graph, whether the number of peers  pefinition 1. In an m-region TRANSCODING, all
a node can have is bounded or not, and so on. In thesgarticipating peers receive the multimedia data at least at
different situations, the paper discusses the maximum ratgyge , (i = 1,...,m) of their own region, we say that the

achievable by all receivers respectively. And i8]} the  system provides general universal streaming (GUS) or the
authors develop a fluid model for P2P streaming systemsystem runs on GUS.
with network coding and mathematically analyze the ~ aAs we know, the essential purpose of P2P streaming
performance of this kind of system. In thls_paper, OUr system is to ensure QOoE, which is all peers receiving
analysis and results are based on both previous resear¢hitimedia data from the system above multimedia
and the features of P2P streaming system withcoding rate, and, at the same time, minimize the server
transcoding. Furthermore, we compare P2P streamingandwidth consumption. Denote by for the minimal
system with transcoding with no transcoding system bothyemand of server upload bandwidth guaranteeing the
in mathematical analysis and simulation experiment. system providing GUS. Notice the definition of universal

The remainder of the paper is organized as fOHOWS-streaming (US) in 12. That an m-region
Section 2 describes and insights the basic models of P2ZRRANSCODING can provide GUS means that every
streaming system with transcoding. In Section 3, Wesybsystem of regiom; (i = 1,2,...,m) can provide US.
compute and prove the minimal bandwidth demand ofcompared with the traditional P2P streaming system,
server for given flow rate of all peers, and we give anyhich is committed to minimize the demand of server for
algorithm to achieve this minimal load in the proof. We providing US, this paper seeks to fitighn.
also compare this minimal value with the one in no " Before givingusmin in Next subsection, we continue to
transcoding situations in this section. And we give oUrjnyoduce some relative notations and expressions of the
simulation r(_asult in Section 4..F|nallyl, we conclude this system model. In our system, there is one server and total
paper and discuss future work in Section 5. n peers inmregions. LeP be the set of all peers. Let be

the number of peers in regiarandpP; be the set of peers

. in regioni . Denote bys for the server andp;; for the jth
2 Model and Algoritm peer in region . We have

region 2

region 3

N

ceny

P2P streaming system with transcoding can support P={pj}, fori=1,..mj=1,
multiple multimedia coding rates in one overlay network.

(For brevity, use TRANSCODING to mean P2P P = {pi_} for j=1,...n;
streaming system with transcoding in the remainder of e T
this paper.) As shown in Figure 1, in a TRANSCODING, m

system is divided into several regions. In the same region, n=|P|= ,Z\”i’ N = |Pil
peers all receive the same multimedia coding data. This =

means every region has a certain coding rate. We call a Denote byR for the set of coding rate in the system,
TRANSCODING is an m-region system when there arewhich isR = {ry,...,rn}. As the assumptions mentioned
m regions living in the system. By the order of in previous section, we have that the(i = 1,....m—1)
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coding data can be transcodedwtg, € R : k > i coding
data by the peers in regionDenote byus for the upload
bandwidth ofsandu;; for the upload bandwidth d¥%; . Let

u(-) be the function of upload capacity summation. For

m N
exampleu(P) = ;'Jij = _zl_zlluij. Let U be the average
i=1j=

upload bandwidth of all peers afigbe the average upload
bandwidth of peers in regionWe have

_— uP) |21 zl
P n
a2

|Pi n;

It remains to show that if
i—1

Us = m,ax(ri + 2 nk(rk—uk)> ,
|
k=

N=ro=Up=rm1=0 i=1..m+1

(4)

then GUS can be supported.

Part two:

Let Pg = {s}. Consider the subsystepy | J P, firstly.

Whenry > ny (r; —Ug), i.e.r; < ”11”11

Consider a multimedia stream of ratg Divide this
multimedia stream inton; substreams, with thejth
substream having rate

% -

Ugjri Ul
u(Py) mUg

, forj=1,..m

Other notations introduced in the system model areNoncethatz %—f1<us So the server can copy tljth

summarized in Table 1. We give the proofiaf,in in this

subsection. We divide the proof into two parts. We give asubstream to th®yj respectively. Furthermore, because

bound for ugmin in part one and prove GUS can be

supported with this bound in part two. Notice that part
two is also a flow rate allocation algorithm to achieve the
minimal server load (the minimal demand of server

upload bandwidth) of TRANSCODING.

Theorem 1. Let Ugmin denote minimal bandwidth
demand of server for a m-regions TRANSCODING
providing GUS, then

i—1
Usmin = miaX(ri +y nk(fk—uk)> :
k=0
i=1..,

1)

nozrozmzrmlzo, m-+1
Proof:
Part one:

m
Notice that for the whole systerR = U P ,itis

obviously Ugmin > r1.

And for the subsystemU Pi,

Usmin+ N1 (U7 —r1) > rp, where region 1 at Ieast costs
ny (r{—up) bandwidth. By analogy, for the subsystem

Ln] Pk (i = m), usmin+lilnk(ﬁk—rk) >ri. . And for
the whole system, we havgm;, + Z n (Gy —ri) > 0.
Therefore -
Usmin = '1 _
usminzri+L§1nk(rk—Wk), fori=2,...m @)

m
Usmin = _Zlni (ri—t)
i=

For convenience, letiy = rg = Uy = 1 = 0. Then,
combining these three inequalities gives
i-1

Usmin > miaX<fi + > Ni(re Uk)> ,
o

m+1

3)

rOZLTO:rn'H-l:Oa i:la"w

ny Uy

(
D)= (m-1)

= ul]
, P1j can copy its stream to each of the otiner-1 peers
in region 1. Thus each peer in region 1 receives a
substream from the server and also receivaes-1
additional substreams from the other—1 peers in the
same region. The total rate at whibl; receives is

nl—l) Uy T

n — .
b - (M —1) Uy
N1 Up o

ny Uy

Ny
tryj =s3j+ Z §k=Z§j2r1
kk#]

=1

Hence the rate; can be supported in region 1, which
means, in this situation, the system can provide US for
region 1.

Whenry < ng (ry—0p).

In this situation, divide the multimedia stream into
n; +1 substreams, with th substream having rate

% ‘1, forj=1,...m
L :r _U(Py) o mUg
np+1 npg—1 n—1

And the server copy two substreams to each peer in
region 1: thejth substreans); and the substreas§,, ;.
The server can do this because

Ny Uy

n;—1

Z%‘Fnlsgnﬁl 1+ 1(f1—

=Ny (ry—up) <Us

Furthermore, because

(-1 = (m—1)- -2

= Uj, forj:l,...,nl

P1j can copy its strean&ﬁ’j to each of the othen; —1
peers in region 1. Thus each peer in region 1 receives two
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substreams from the server and also receings-1
additional substreams from the othar—1 peers in the
same region. The total rate at whiBly receives is

Ny
trij =Shn, 11+ + é ﬁk:§n1+l+z S ="n
kik# j j=1

. As u<

all

n; .

Y>ri, wehavey s <ul Y. Sothe server can
%1

copysjj to thepj(j=1,...,

n;) respectively. And, as

(i-1)
1) < g

o (i-y T
= .= ugh . =
Uzl

Hence the rate can be supported in region 1, which

means, whem; < ny (r{ —0y), the system can provide US
for region 1 also.

Then, whethery > ny (r{—0g) or ry < ng(rqg—uy) ,
the 1-region subsystem®y|JP1 can run on GUS, and the
total rest of available upload bandwidth is

Ny
/ / / Ce ot
Ual =Us+ z Uih =Us+Ng (Ug —rq1) >17
H=1

Next, consider the

i
U Px,
k=0

we

fori=2..,

subsystems

m. Notice that, the total rest of

i-1
available upload bandwidth df) P is
k=0

i1
=Us+ > Nic(Uic—T)
et

i—1 Ng

+Z > g

=1h=1

(-1 (i
Uz ul

And as (4), we haveall Y.

Whenr; > n; (r; =), i.e.rj < r::ij’il.

Consider a multimedia stream of ratewhich can be
transcoded from the stream of rae fork=1,....i—1.
Divide this multimedia stream intq substreams, with the
jth substream having rate

© v ugY po i uf .
ImuP) oY T mg i-1 b
Uai Us+ 3 Ny (T — )
k=1
(for j=1,...,n)

And divide this multimedia stream inty substreams, with
the jth substream having rate

(i-1) (i-1)
g Y o W Ygh .
! u(py) u<i*1) ! n; Uy i—1 b
all Us+ Z N (Ui — ')
(for j=1,....,m)
Notice that
N

. > u -

A

A ouP) g ugy

Pgh(g=1,...,i—1;h=1,..,ng) can copy§jh to Bij(j =
1,..,nm) respectively. S®(j=1,...,n;) gets

il g
Ugh
g=1h=1

i1
Ugn )

(i-1)
U
gl
I ua

i—1 Ng

PR

U,l Llijl'i

u(pPi)

Furthermore, because

i—1 Ng

nu(ge5 5

g=1h=1

1] 'ri

) _(ihuy (-
PI) ' n; Ui

i —1)uij

(n ni O
n 0

ni—l_

pij(j =1..,

othern; —1 peers in region. Thus each peer in regian
receives a substream from each peer or the server in the set

i—1 Ng h
n) can copys}+ 3 3 §) to each of the
g=1h=1

i—1
U Pk and also receives; —1 additional substreams from

k=0
the othem; —1 peers in the same region. The total rate at
i—1 Ng

which Pjj receives is
trij—z <SOJ+Z Zﬁ)

Hence the rate an be supported in the regionwhich
means, in this situation, the system can provide US for the
regioni.

Whenr; < njri —ni 0.

Consider a multimedia stream of ratewhich can be
transcoded from the stream of rafe fork=1,...,i—1.
Divide this multimedia stream intq +1 substreams, with
the jth substream having rate

Z Uij
P) "

Uji .
q)j:nigl' i—1 ) fOfJ:l,...,n|
Us+ 3 Mic(Tk—Ti)
k=1
i nl U UQil)
q)n, +17= -1 1

Us+ 3 N(Ti—Ti)
KE1
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And divide this multimedia stream intgq +1 substreams,

with the jth substream having rate

§h_ Uij ug
j —n—1° i1 )
Us+ 3 Ni(U—ry)

(i
#h — (r _ r'|iLTi> ugh
n+1 I ni-1 i—1

forj=1,...n

Notice that

N, n (r —0;) uld=b
Z%Oj-l-niﬁonﬁl: I i_ll L
=1

Us+ 3 N (T —Ty)
K1

i
As (4), we havals > 5 ng(re—Gy)i=1,...,m, i.e.
k=1

Us+ iil M (T — 1) > i (1 =)

n; i
SO 3 MU
=

copysﬁ- +51°ni 41 tothePij(j =1,...,m) respectively. And,

as
nj I
= gh h n (1 —0) i-1) _ (-1
Zﬁg] +ni§ni+1: i,ll — 'Ugh >§ugh :
=t Ust 3 M(tc— i)
pgh(g =1,.,i—1h= _1,...,ng) cap copyﬂ'@ﬂ‘i 4 to
Pij(j =1,...,n;) respectively. S®;j(j =1,...,n;) gets flow
rate

<%"J+Zlnzg§d> <30n.+1+ 21§§n.+1>

Furthermore, because

(3‘1*'21%9%"1) = Uij

1h=

pij(j =1,..,

othern,

i-1 N9
n) can copys)+ y 3 s to each of the
g=1h=1

—1 peers in region. Thus each peer in regian

receives two substreams from each peer or the server in

), which means the server can

subsystem 2
(region 2)

subsystem 3
(region 3)

subsystem 1
(region 1)

Fig. 2: Example of no transcoding P2P streaming system.

. Hence the rat&; can be supported in regian which
means, in this situation, the system can provide US for
regioni also.

To sum up, whenis satisfys (4), based on the flow rate
allocation algorithm in 'part two’, the TRANSCODING
can provide US for all of the regions, which means the
whole system can run on GUS. Considering (3), we have

i—1
Usmin = miax<ri + %nk (rk—uk)> )
K=

Np=ro=Up=rm1=0, i=1..m+1

3 Comparison

No transcoding P2P streaming system, as shown in Fig. 2,
is composed of multiple independent subsystems. The
overlay networks of these subsystems have their own
multimedia coding rate; (i = 1,...,m) respectively, and
no communication among them. For brevity, we also call
the set of peers, whose coding raterjis regioni in no
transcoding design. And other notations mean the same as
TRANSCODING. LetulT. . (i = 1,...,m) be the minimal
bandwidth demand of server for subsystem
SUP; (i = 1,. 1) running onUS in no transcoding
design. And Ieiusrnln be the minimal bandwidth demand
of server for every subsystem running on US, which is
equivalent to GUS in TRASCODING.

Base on 12,13, for the subsystersu Py,

Ughing = Max(ry, ng (11 —0z))

the setU P« and also receiveg —1 additional substreams ¢, the subsysteraU P2

=0
from the othem; —
rate at whichp;j receives is

i—1 Ng

trjj = Z (s{’,Jrlzl % Sy > + St Z Z ="

1 peers in the same region. The total

u’s\ln:mZ =max(rz, nz(r2—0y))

and for the subsystesu P,

NT

Usminm =

max(rm, Nm(frm—Um))
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As the feature of no transcoding P2P streaming system, w&Ve rewrite (10) as

have

m
Ughin = Zlugr-nrini = ; it > ni-wmeE)
i= ri>n; (rj —ty) ri<m; (rj —Tf)

(5) is a useful equation to figurg)T. but not a clear

i1
Uin > Ti+ S Mk(e=Uk),  fori=2,...m (11)
=

Notice that (7), (9) and (11) all come from necessary

way expressing the essence between no transcoding desiganditions for whole no transcoding design running on
and TRASCODING using the proposed algorithm. Let usUS. Compared with (1) and (2) of TRNSCODING using

turn back to the subsystesu p;. Consider the situation
of subsystensU P; running on US. FirstulT. . need to

be bigger than multimedia coding rate in regioSecond,
the total upload bandwidth of subsyste P; should be
able to satisfy the total download consumptiofPpfSo we
have the necessary conditions for subsysterp; running

on US, which is

uNT_ >
{ S +Nil =N ©)

smini

the proposed algorithm, we conclude that, in the same
situations, the conditions that provide all regions in no
transcoding design running on US are the sufficient
conditions for TRNSCODING using the proposed

algorithm running on GUS, which means the bandwidth
demand of server for whole no transcoding design
running on US is always able to satisfy TRNSCODING

using the proposed algorithm running on GUS. So we
have our second theorem.

Theorem 2. Let U], be the minimal demand of

Furthermore, if we need all subsystem in no transcoding'Pload bandwidth for all peers in no transcoding P2P

design running on US, which is equivalent to GUS i

n streaming system receiving data above their multimedia

TRANSCODING, the conditions (6) must be satisfied for €0ding rate. Leti{.;, be the minimal demand afupload

alli =1,...,mat the same time, which is
uNT > .
{Ugi:::;niluiz nr fori=1,....m
m m

Notice thatizlu’s\‘nT“m:uSNnIin andizlri >rq, asull . >,
we have

Ugiin = 11 (7)
And asulT . +nt >niri, fori=1..m, we have

k

k k
iziu’s\ln:iniJriZiniﬁiZi;ni r, fork=1,..m (8)
In (8), whenk = m, we have
NT il
Usmin =y N (ri =) 9)
smin i;

NocticeulT. .1 >y, fork=1,...,m—1.So adding

NT
usmink+1 > Tk to (8), we have
k+1 k Kk

Z\u's\‘r-rl;ini + ZniWiZ Zni ri+rge, fork=1,...,m-1
i= i= i=

i.e.

k+1 k
Z Whini = rk+1+_Zni (rf—w), fork=1,.,m—1
=

m k+1
NT NT NT _
AS Ugin = izlusmini > izlusmini’ fork=1,..m-1,
we have

k
Win > rk+1+_zlni (ri—m), fork=1,..m-1 (10)
i=

bandwidth for all peers in TRASCODING using the
proposed algorithm receiving data above their multimedia
coding rate. In the same situations, we always have

NT T
l'Ismin > usmin
where
NT __ . (r T
usmin - Z ri+ Z N; (I’, —U|)
iz =ni(r =) irp<ni (rj —0;)

i—1
T . i
Udmin = miax ri +kzonk(rk—uk)>

4 Simulation

In our simulation experiments, we implement the
algorithms of P2P streaming system with transcoding and
no transcoding described in the Section 2 and 3. Our test
networks are generated by the Georgia Tech’s topology
generator19].

To conduct rigorous quantitative analysis of the
systems under wide range of working conditions, we
implement our experiments to emulate the characteristics
of realistic systems with different parameters and a large
number of test times. The parameters are chosen
randomly. We seim, n;, r; and Tj all randomly, which
choosesnfrom 2 to 10,n; from 5 to 100, from 100kbps
to 1500kbps, and; from 20kbps to 1000kbps. We test the
server load of transcoding and no transcoding designs 500
times respectively in the same conditions, and survey the
differenceD = uNT. —ul . . The result is shown in Fig.

3. We can see that th2 value ranges from about 100kbps
to about 10Mbps, that is to say, the server load in
transcoding system using the proposed algorithm is less
than no transcoding design, which meets the
mathematical analysis.
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than the no transcoding design. And the result of
\ simulation experiment also shows the same conclusion.
10"
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Fig. 3: Difference of server load in transcoding and no

transcoding design.
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