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Abstract: Classic multiple traveling salesman problem (MTSP) requires to find the k closed circular paths which minimize the sum
of the path lengths, and each vertex is visited only once by a salesman. This paper presents an optimized model for the balanced
Multiple-salesman Problem with time and capacity constraints, it requires that a salesman visits each vertex at least once and returns to
the starting vertex within given time. The balanced MSP is more widely used than MTSP. We describe a particle swarm optimization
algorithm for balanced MSP and explain its simple application in the Post Office Scheduling Problem. We demonstrate the effectiveness
of the model and algorithm through a case study.
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1. Introduction

In the classic multiple traveling salesman problem
(MTSP), given n cities and k salesmen, we need to find k
closed circular paths that minimize the sum of the path
lengths. An MTSP can be viewed as a multiple traveling
salesman problem (TSP) with closed loops, i.e., an MTSP
can be converted to a single TSP problem. The TSP is an
NP-complete combinatorial optimization problem. Both
TSP and MTSP are widely used in network routing,
vehicle routing problems, etc. Many researchers
developed optimization algorithms based on dynamic
linear programming theory. These algorithms can be
divided into two categories [1], One category has local
heuristic search algorithms, such as k-opt algorithm, LK
algorithm, and LKH algorithm. The other category has
artificial intelligence algorithms, such as ant colony
algorithms [2,3], genetic algorithms [4-7], neural network
algorithms [8].

This paper presents an optimized model for the
balanced Multiple-salesman Problem (MSP) with time
and capacity constraints that can be described as: given n
cities and k salesmen, find the k closed circular paths that
minimize the sum of the path lengths. It requires that each
one city is visited at least once by a salesman and return
the starting city within given time. Because of the time

and capacity constraints, it needs to ensure that each path
is as equal as possible. The balanced MSP is a problem
often occurs in real cases. However, there is no effective
way to solve it currently. In this paper, we describe a
particle swarm optimization (PSO) algorithm for the
balanced MSP and demonstrate its application in the Post
Office scheduling problem. Our example shows the
effectiveness of the model and algorithm.

2. Multiple-salesman Problem

Definition 1 (the optimal salesman circular path ):
given a weighted graph G = (V,E,w), where V is the set
of vertexes, E is the set of edges, w is the weight function,
the closed circular path with all vertices visited at least
once, and the minimum sum of weight of path, is called
the optimal salesman circular path.

In fact, a solution to the salesman problem is the
optimal Hamilton (H) circle, but in some special cases,
for example, under different time and capacity
constraints, a solution to the best salesman problem may
be better than the optimal H circle.

Example 1. In Figure 1, the optimal H circle is ABCA
with length 5. For the best salesman problem, the solution
ACBCA has length 4.
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Figure 1. Example 1 Sketch.

Definition 2 (Multiple-salesman Problem MSP ):
In a weighted graph G, given a vertex, to find K closed
circular paths that leave from the given vertex and
ultimately be back to the starting vertex

(1) K closed circular paths cover all the vertices of the
graph G.

(2) The sum of weights of K closed circular paths is
minimal.

This problem is called Multiple-salesman Problem [1].

2.1. Model of MSP

Based on the definition of MSP given above, the model
of MSP can be described as: given a weighted graph G =
(V,E,w), V is the vertex set, V = {0,1, · · · ,n}, 0 is the
starting vertex, E is the set of edges, w = {di j|(i, j)∈ E} is
the set of weight of edges (it expresses the weight between
vertexes, such as distance, time, cost, etc.). The vertex set
V of G can be divided into K subsets V1,V2, · · · ,Vk, each
subset contains the starting vertex. Ti is the sum of weight
that is the optimal salesman circular path visited set Vi and
satisfies the following conditions:

min
k

∑
i=1

Ti

k∪
i=1

Vi =V

2.2. Balanced MSP

Equilibrium problem is a multi-objective problem. In the
practical application, to balance the tasks is very
important. The balanced task of MSP is divided into two
cases: (1) the difference between numbers of vertices that
salesmen visit should be as little as possible, (2) the sum
of weight of the path that a salesmen visit should have no
big difference from others. The time and capacity
constraints in this paper cover both the two cases.

2.3. Optimized Model of the Balanced MSP

For the contradictions between the two balance cases
proposed in 2.2. In normal, the shortest path will not be
balanced. In order to consider the both cases, we will
establish the optimized model of the balanced MSP.

Given a weighted graph G, we will add K virtual nodes
n+ 1, ...,n+ k into V to obtain the K salesman circles. V
changes into {0,1, ...,n,n+1, ...,n+ k}, and the weight is
defined as:

dn+ j,0 = d0,n+ j = dn+i,n+ j = dn+ j,n+i = 0,
( j = 1,2, · · · ,k).

dn+i, j = d j,n+i = d0, j = 0,
(i = 1,2, · · · ,k, j = 1,2, · · · ,n).

We introduce a decision variable, defined as:

xi j =

{
1, (i, j) is visited,
0, else.

The optimized model of the balanced MSP can be
expressed as:

min max
p∈{1,2,··· ,k}

Σi, j∈VP di, j ∗ xi, j (1)

s.t. f1 =
n+k

∏
i=1

(
n+k

∑
j=1

xi, j)≥ 1. (2)

Equation (1) ensures to obtain the shortest path form the
maximum path set in order to balance two cases proposed
in 2.2, (2) ensures that a salesman visits each vertex at least
once.

3. PSO Algorithm for Optimized Model of
the Balanced MSP

3.1. Particle swarm optimization algorithm

In 1995, Eberhan and Kennedy proposed the particle
swarm optimization algorithm[9,10]. The basic idea of
PSO algorithm is to find the optimal solution through
collaboration and information sharing between
individuals in the group. PSO is initialized to a group of
random particles, and let the scale of the group be S. Each
particle represents a candidate solution of the solution
space, Xi = (xi1,xi2, · · · ,xin) represents the location of the
particle i in the n-dimensional space,
Vi = (vi1,vi2, · · · ,vin) is the flight speed.

According to the optimization goal, to determine the
fitness function, in each time iteration, the particle use
dynamical tracking the two extreme values to update of
its own, one is the particle’s own flight experience that
iterative from the initial to the current best position pbest,
the other is the best position that all particles gbest found
so far. For the kth time iteration, the speed and position of
the particle are expressed by the following formulas[11]:
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vk+1
i j = w∗ vk

i j + c1rand(1)∗ (pbesti j − xk
i j)+ c2rand(2)∗ (gbesti j − xk

i j)

(3)

xk+1
i j = vk+1

i j + xk
i j,(i = 1,2, · · · ,S, j = 1,2, · · · ,n) (4)

Where, rand(1) and rand(2) are random distribution in
[0,1], and c1 and c2 are the learning factors, and w is the
dynamic inertia weight, decreasing linearly with the
iterative, respectively. We usually select the following
formula[12]:

w = wmax −
wmax −wmin

Tmax
∗T

T is the iteration number at the current time step; Tmax is
the maximum number of iterations. In each iteration, a
number of particles, which have better fitness value, are
chosen as the leaders. The leaders are used to seek the
construct of creativity and innovation, that is, particles
find the optimal solution switch the two statuses between
individual extreme value and global extreme value in the
solution space, and until the iteration conditions are
satisfied.

3.2. PSO algorithm for optimized model of the
balanced MSP

According to optimized model of the balanced MSP
mentioned in 2.3, each vertex is visited at least once by
the salesman, and the times of visitation should be as little
as possible, we assume that the dimension of each particle
is 2n, the number of initial particles is 20, and each
particle cover the vertex set V .

Considering the status of a particle is affected or
determined by the value of the objective function. We set
the objective function as fitness function. That is,

f2 = max
p∈{1,2,··· ,k}

Σi, j∈VP di, j ∗ xi, j.

Let learning factors c1 = c2 = 2, and inertia weight w is
linearly decreasing from 0.9 to 0.4 according to Equation
(3) and Equation (4), and the times of iterations is 500. The
specific steps are shown as follows:

1. Initialize the speed and position of all particles in
the population.

2. Calculate the fitness function f2 of each particle.
3. If the fitness of the particle is less than its individual

extreme value pbest, then update pbest.
4. Elect a particle whose fitness function is the smallest

as pbest in current population.
5. If the iterative conditions are satisfied, then output

gbest and exit. Otherwise, update the speed and position
of particle according to the formula (3) and (4), and the
updated location divided by n + k, and round the
remainder. Finally, calculate f1, if f1 = 0 and xk+1

i = xk
i ,

return to step 2.
Algorithm flowchart is shown in Figure 2.

Figure 2. Algorithm flowchart.

Figure 3. Postal routes planning and post vehicles scheduling
program.

4. Case Study

Example 2. A post office X1 has sixteen branches Z1,Z2,
· · · ,Z16, shown in Figure 3. Suppose the post vehicles
depart from X1 at 09:00 to the sixteen branches
Z1,Z2, · · · ,Z16 to send and receive parcels, and return at
15:00. If the maximum load of each post vehicles is 65
bags of parcels at most, now the question is how to get an
optimal transport strategy in order to improve the postal
transportation efficiency? Table 1 shows the amount of
the sending and accepting parcels. In addition, vacancy
rate=(the maximum loading of parcels-the actual loading
of parcels of the post vehicle)/the maximum load of
parcels, the reduced income due to the vacancy rate is
(vacancy rate×2/km).
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4.1. Problem analysis

Considering the cost of post vehicles transportation, the
vacancy rate is a key factor in the efficiency of postal
transportation. Therefore, the goal of the solving is to
conserve the globe vacancy rate to the minimum, in
condition of meeting the time and capacity constraints of
the post vehicles. In addition, it also ensures that each
branch is visited by one post vehicle at least once to
unload and load its parcels. The number of parcels after
being unloaded and loaded must not exceed the maximum
capacity of the post vehicle. We can use PSO Algorithm
for Optimized Model of the Balanced MSP to obtain the
plan of postal routes and the post vehicle scheduling
program.

Table 1. the amount of parcels in each branch.
branch Amount of parcels Amount of parcels
office sent from X1 to Zi sent from Zi to X1

Z1 10 9
Z2 15 14
Z3 6 5
Z4 9 10
Z5 13 9
Z6 6 10
Z7 11 13
Z8 4 9
Z9 13 15
Z10 17 9
Z11 11 6
Z12 2 7
Z13 11 13
Z14 21 15
Z15 13 10
Z16 14 16

4.2. The balanced MSP model

According to the analysis in 4.1, we set the loss income
due to the vacancy rate as the optimized objective
function, and set time and capacity as constraints
functions, the model were defined as follows:

min Z(x) = ∑
k∈S

∑
i∈N

∑
j∈N

2 ·
65−Vi jk

65
di j ·Xi jk

s.t. Vi jk ≤ 65, ∀k ∈ S,∀i ∈ N,∀ j ∈ N (5)

Vim jk =Vim−1 jk +wim−1 −uim−1 (6)

∑i∈N ∑ j∈N di j ·Xi jk

30
+

1
12 ∑

i∈N
yk j ≤ 6 (7)

Where, N = {0,1,2, · · · ,16} represents X1,Z1,Z2,
· · · ,Z16 respectively; S = {0,1,2, · · ·} indicates the

number of post vehicles; Vi jk represents the number of
parcels(bags) of the kth post vehicle after unloading and
loading parcels in the branch Zi; di j represents the
distance between the branch Zi and Z j (km);

Xi jk =

 1, i f the kth postal vehicle departs f rom
the branch Zi to branch Z j

0, else

wi represents the number of parcels that branch Zi
received(bags); ui represents the number of parcels
unloaded to the branch Zi(bags);

yki =

 1, i f the kth postal vehicle unload
and load parcels in Zi

0, else

The objective function represents the loss income due to
the vacancy rate. Considering of the constraints, formula
(5) guarantees that the number of parcels of post vehicle
must not exceed its maximum capacity; formula (6)
presents the change in the number of parcels when the
post vehicle visited a branch; formula (7) guarantees that
all post vehicles return to the post office X1 within the
time window.

4.3. Result based on particle swarm
optimization

For the planning model above in 4.2, Using PSO
algorithm, the answer is it needs three post vehicles at
least meeting the demand for the transport. In order to
improve the postal transport efficiency, the details of the
postal routes planning and the post vehicles scheduling
program are as follows:
The route which the first post vehicle visited:

X1 → Z2 → Z3 → Z4 → Z14 → Z12 → Z13 → X1

The route which the second post vehicle visited:

X1 → Z10 → Z8 → Z7 → Z5 → Z6 → Z15 → X1

The route which the third post vehicle visited:

X1 → Z11 → Z9 → Z16 → Z4 → Z3 → Z1 → X1

In case of this scheduling, the minimum loss income
due to the vacancy rate is 48.2.

The post vehicles scheduling program is shown in
figure 3.

5. Related Work

PSO algorithm is one of the most attention
nature-inspired algorithms recently. This algorithm is
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used to solve many complex issues, and to get better
results. Rajesh Kumar et al. presented a new multi-agent
based hybrid particle swarm optimization technique
applied to the economic power dispatch, the algorithm
integrates the deterministic search, the Multi-agent
system, PSO algorithm and the bee decision-making
process [13]. Yannis Marinakis and Magdalene Marinaki
analyzed the probabilistic traveling salesman problem and
proposed a new hybrid algorithmic nature inspired
approach based on PSO to solve the problem[14]. Amir
Robati et al. extended PSO algorithm which is essentially
based on balanced fuzzy sets theory [15]. The extension
algorithm has the similar ideas with our algorithm.
Hanhong Zhu et al. presented a meta-heuristic approach
to portfolio optimization problem using PSO
technique[16]. Yen-Far Liao et al. adopt a two-step
method to improve PSO to solve TSP, the first phase
includes Fuzzy C-Means clustering, and the second phase
proposes Genetic-based PSO procedure to TSP with
better efficiency[17].

6. Conclusions and future work

This paper mainly discusses the postal routes planning
and the post vehicles scheduling program. Under specific
time and capacity constraints, we present an optimized
model for the balanced Multiple-salesman Problem, and
described a particle swarm optimization algorithm for the
balanced MSP and demonstrated its simple application in
the Post Office scheduling problem. A case study shows
the effectiveness of the model and algorithm. We will
analyze the complexity of the algorithm and compare it
with other algorithms in our future work.
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