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#### Abstract

In this paper, we suggest a jump diffusion model in markets during financial crisis. Using risk-neutral pricing, we derive a partial differential equation (P.D.E.) for the prices of European options. We find a closed form solution of the P.D.E. in the particular case where the stock price is too large. Then, we use such a solution as a boundary condition in the numerical treatment of the P.D.E. for any range of stock price. The numerical method adopted is the unconditionally stable Crank-Nicolson method. Illustrative examples are presented.
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## 1 Introduction

Most of the works on modeling financial derivatives assume the continuity of the trajectories of the underlying asset prices. For instance, in the pioneer work of Black and Scholes [2] financial asset prices are modeled by the Brownian motion. One of the shortcomings of this model is that it doesn't consider the jumps which can occur in the prices randomly at any time. Indeed, many researchers studied models with jumps, see for example the model in [19] or more recently [6]. However, to the authors knowledge, there are no studies that investigate this issue during financial crises where the volatility is naturally higher than in normal situations.

Options pricing models coming from empirical studies of the dynamics of financial markets after the occurrence of a financial crash do not match with the stochastic models used in the literature. For instance, the work of [23] empirically shows that the post-crash dynamics follow a converging oscillatory motion. On the other hand, the paper of [17] shows that financial markets follow power-law relaxation decay. Several ideas have been suggested to overcome this shortcoming of the Black-Scholes model. In fact, new option pricing models have been developed based on empirical observations (see for instance [5], [21], [24], [7] and [18]). For example, in [9], the authors investigate the calibration properties of several multi-factor stochastic volatility models using a
data set of vanilla options. In [8], the authors suggest a newer model which extends the Black-Scholes model. The extension takes into accounts the post-crash dynamics as proposed by [23]. The authors derive the following stochastic differential equation that couples the post-crash market index to individual stock prices,

$$
\begin{equation*}
\frac{d S_{t}}{S_{t}}=\left(\mu+\frac{\mu_{1} g(t)}{S_{t}}\right) d t+\left(\sigma+\frac{\gamma g(t)}{S_{t}}\right) d W_{t} \tag{1}
\end{equation*}
$$

where $t \in[0, T]$ and $S_{0}=x>0$. The stochastic process $\left(W_{t}\right)_{t \in[0, T]}$ denotes a standard Brownian motion and $g(t)=$ $A+B e^{\nu t} \sin (\omega t)$, with $\mu, \mu_{1}, \sigma, \gamma, A, B, v$, and $\omega$ are real constants. The volatility of the original asset is denoted by $\sigma$. The authors obtained the following partial differential equation (P.D.E.) for the option price

$$
\frac{\partial C}{\partial t}+r S \frac{\partial C}{\partial S}-r C+\frac{1}{2}(\sigma S+\gamma g(t))^{2} \frac{\partial^{2} C}{\partial S^{2}}=0
$$

with the terminal condition $C(S, T)=(S-K)^{+}$, where $C$ is the call option's price, $r$ is the risk free rate, and $K$ is the strike price. They solved the P.D.E. using finite differences method. Also, the price sensitivities for model (1) have been calculated in [11].

In this this paper we extend the work of [8] to jump diffusion models. To the authors' best knowledge, this paper is the first attempt to suggest a model with jumps during financial crisis. In this work, we assume that the

[^0]dynamic of the underlying asset price is given by the stochastic differential equation
\[

$$
\begin{equation*}
d S_{t}=\left(\mu S_{t}+\mu_{1} g_{t}\right) d t+\left(\sigma S_{t}+\gamma g_{t}\right) d W_{t}+b \sigma S_{t} d M_{t} \tag{2}
\end{equation*}
$$

\]

where $t \in[0, T]$ and $S_{0}=x>0$. The processes $\left(W_{t}\right)_{t \in[0, T]}$ and $\left(M_{t}\right)_{t \in[0, T]}$ denote respectively a standard Brownian motion and a compensated Poisson process. $\mu, \mu_{1}, b, \sigma, \gamma$ are constants, with $1+b \sigma>0$ and $g$ is a deterministic function. The contributions of this work are twofold. The first is the derivation of a P.D.E. for the price of European options. The second is the design of an unconditionally stable numerical scheme based on finite differences for the numerical solution of the problem. It is worth mentioning that for model (2) with no crisis $\left(\gamma g_{t}=0\right)$ a closed form solution has been obtained in [10] and the price sensitivities have been calculated using the Malliavin calculus in [12].

The rest of the paper is organized as follows. In Section 2, we introduce the jump diffusion model during financial crisis and we derive a P.D.E for European options price. In Section 3 we derive a closed form solution for the P.D.E. when the strike price is large. In Section 4, we use the solution obtained in Section 3 as a boundary solution to solve numerically the P.D.E. over the whole range of strike price, using an unconditionally stable numerical scheme based on Crank Nicolson dicretization. Illustrative example is presented. Section 5 concludes the paper with some remarks.

## 2 Pricing European options in jump diffusion markets during financial crisis

In this section, we introduce jump diffusion model during financial crisis and derive a governing P.D.E. for European options price. We need the following notations and terminologies. Let $\left(N_{t}\right)_{t \in[0, T]}$ be a Poisson process with deterministic intensity $\lambda$. Let $M_{t}=N_{t}-\lambda t$ be its associated compensated process and $\left(B_{t}\right)_{t \in[0, T]}$ be a Brownian motion. We assume that we work on a probability space $(\Omega, \mathscr{F}, P)$ with $\left(M_{t}\right)_{t \in[0, T]}$ and $\left(B_{t}\right)_{t \in[0, T]}$ independent. We denote by $\left(\mathscr{F}_{t}\right)_{t \in[0, T]}$ the filtration generated by $\left(N_{t}\right)_{t \in[0, T]}$ and $\left(B_{t}\right)_{t \in[0, T]}$.

### 2.1 The model

We consider a market with two assets: a risky asset related to a European call option and a riskless one. The maturity is $T$, the strike is $K$ and the payoff is $h\left(S_{T}\right)=\left(S_{T}-K\right)^{+} \equiv$ $\max \left\{S_{T}-K, 0\right\}$. The price of the riskless asset is given by

$$
d A_{t}=r A_{t} d t, \quad t \in[0, T], \quad A_{0}=1
$$

where $r>0$ denotes the interest rate. The risky asset has a price $\left(S_{t}\right)_{t \in[0, T]}$ described by the stochastic differential equation

$$
d S_{t}=\left(\mu S_{t}+\mu_{1} g_{t}\right) d t+\left(\sigma S_{t}+\gamma g_{t}\right) d W_{t}+b \sigma S_{t} d M_{t}
$$

where $t \in[0, T]$ and $S_{0}=x>0$ and $\mu, \mu_{1}, b, \sigma, \gamma$ are constants, with $1+b \sigma>0$ and $g$ is a deterministic function. $\left(W_{t}\right)_{t \in[0, T]}$ and $\left(M_{t}\right)_{t \in[0, T]}$ are respectively the Brownian motion and the compensated Poisson process.

Remark.The parameter $b$ in the previous equation will determine the direction of the jumps ${ }^{1}$. In fact:
-If $b<0$ the jumps are pushing the stock down, the stock price is then decreasing at each jump.
-If $b=0$, there are no jumps.
-If $b>0$, the jumps are pushing the stock up, the stock price is then increasing at each jump.

### 2.2 Change of probability

As in the original work of [2], we assume that there is no place to arbitrage opportunity (in other words, no riskless profit). It is well known that there is no arbitrage if and only if there exists at least one Equivalent Martingale Measure (E.M.M.) (see the First Fundamental Theorem of Asset Pricing, [13] and [14]). Notice that $a$ contingent claim is a random variable $H$ that represents the payoff at time $T$ from a seller to a buyer. For example, in our model with European call option, the payoff is $H=h\left(S_{T}\right)=\left(S_{T}-K\right)^{+}$.

By definition, a market is said to be complete if every contingent claim in the market is attainable, i.e., we can find a self-financing strategy whose value at maturity is equal to the claim's value. Recall that an arbitrage-free market is complete if and only if there is a unique E.M.M. (Second Fundamental Theorem of Asset Pricing, [13] and [14]). The market in our model is incomplete since there are infinitely many E.M.M. To see this, we first characterize the set of E.M.M. By definition a probability $Q$ is said to be a $P$-E.M.M. if it is equivalent to the historical probability $P$ and it satisfies the fact that the discounted prices are $Q$-martingales.

It is known that a probability $Q$ equivalent to $P$ is specified by its Radon-Nikodym density with respect to $P$ which can be expressed as

$$
\begin{gather*}
\rho_{T}=\exp \left(\int_{0}^{T} \theta_{1 s} d W_{s}-\frac{1}{2} \int_{0}^{T} \theta_{1 s}^{2} d s\right) \exp \left(\int_{0}^{T} \ln (1\right. \\
\left.\left.+\theta_{2 s}\right) d M_{s}+\int_{0}^{T} \lambda_{s}\left[\ln \left(1+\theta_{2 s}\right)-\theta_{2 s}\right] d s\right) \tag{3}
\end{gather*}
$$

where $\left(\theta_{1 t}\right)_{t \in[0, T]}$ and $\left(\theta_{2 t}\right)_{t \in[0, T]}$ are two $\mathbb{R}$-valued predictable processes with $\theta_{2}>-1$. Recall that $Q$ is a $P$-E.M.M. if the discounted prices $\left(\frac{S_{t}}{A_{t}}\right)_{t \in[0, T]}$ and $\left(\frac{A_{t}}{A_{t}}\right)_{t \in[0, T]}$ are $Q$-martingales which leads to a relation between $\theta_{1}$ and $\theta_{2}$ as formally stated in the following proposition.

[^1]Proposition 1.Let $Q$ be a $P$-E.M.M. defined by its Radon-Nikodym density with respect to $P$ given in (3). Then $\left(\theta_{1 t}\right)_{t \in[0, T]}$ and $\left(\theta_{2 t}\right)_{t \in[0, T]}$ satisfy

$$
\begin{equation*}
\mu S_{t}+\mu_{1} g_{t}-r S_{t}+\left(\sigma S_{t}+\gamma g_{t}\right) \theta_{1 t}+\lambda b \sigma S_{t} \theta_{2 t}=0 \tag{4}
\end{equation*}
$$

Proof. $Q$ is a $P$-E.M.M. if the discounted prices are $Q$-martingales, which means that $\left(\frac{S_{t}}{A_{t}}\right)_{t \in[0, T]}$ is a $Q$-martingale which in turn means that $\left(\frac{S_{t}}{A_{t}} \rho_{t}\right)_{t \in[0, T]}$ is a $P$-martingale. The integration by parts formula (see [20]) gives

$$
\begin{aligned}
d\left(\frac{S_{t}}{A_{t}} \rho_{t}\right)= & d\left(e^{-r t} S_{t} \rho_{t}\right) \\
= & \rho_{t} d\left(e^{-r t} S_{t}\right)+e^{-r t} S_{t} d \rho_{t}+d\left[e^{-r t} S_{t}, \rho_{t}\right] \\
= & \rho_{t} d\left(e^{-r t} S_{t}\right)+e^{-r t} S_{t} d \rho_{t}+e^{-r t} d\left[S_{t}, \rho_{t}\right] \\
= & \rho_{t} e^{-r t}\left(d S_{t}-r S_{t} d t\right)+e^{-r t} S_{t} \rho_{t}\left(\theta_{1 t} d W_{t}\right. \\
& \left.+\theta_{2 t} d M_{t}\right)+e^{-r t} d\left[S_{t}, \rho_{t}\right]
\end{aligned}
$$

with

$$
\begin{aligned}
d\left[S_{t}, \rho_{t}\right]= & {\left[\left(\mu S_{t}+\mu_{1} g_{t}\right) d t+\left(\sigma S_{t}+\gamma g_{t}\right) d W_{t}+b \sigma S_{t} d M_{t},\right.} \\
& \left.\rho_{t}\left(\theta_{1 t} d W_{t}+\theta_{2 t} d M_{t}\right)\right] \\
= & {\left[\left(\sigma S_{t}+\gamma g_{t}\right) d W_{t}, \theta_{1 t} \rho_{t} d W_{t}\right] } \\
& +\left[b \sigma S_{t} d M_{t}, \theta_{2 t} \rho_{t} d M_{t}\right] \\
= & \left(\sigma S_{t}+\gamma g_{t}\right) \theta_{1 t} \rho_{t} d t+\left[b \sigma S_{t} d N_{t}, \theta_{2 t} \rho_{t} d N_{t}\right] \\
= & \left(\sigma S_{t}+\gamma g_{t}\right) \theta_{1 t} \rho_{t} d t+b \sigma S_{t} \theta_{2 t} \rho_{t} d N_{t} \\
= & \left(\left(\sigma S_{t}+\gamma g_{t}\right) \theta_{1 t} \rho_{t}+\lambda b \sigma S_{t} \theta_{2 t} \rho_{t}\right) d t \\
& +b \sigma S_{t} \theta_{2 t} \rho_{t} d M_{t} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
d\left(\frac{S_{t}}{A_{t}} \rho_{t}\right)= & \left\{\left((\mu-r) S_{t}+\mu_{1} g_{t}\right) d t+\left(\sigma S_{t}+\gamma g_{t}\right) d W_{t}\right. \\
& +\left(b+\beta_{t}\right) \sigma S_{t} d M_{t}+S_{t}\left(\theta_{1 t} d W_{t}+\theta_{2 t} d M_{t}\right) \\
& \left.+\left(\left(\sigma S_{t}+\gamma g_{t}\right) \theta_{1 t}+\lambda b \sigma S_{t} \theta_{2 t}\right) d t\right\} \rho_{t} e^{-r t} \\
= & \left\{(\mu-r) S_{t}+\mu_{1} g_{t}+\left(\sigma S_{t}+\gamma g_{t}\right) \theta_{1 t}\right. \\
& \left.+\lambda b \sigma S_{t} \theta_{2 t}\right) d t+\left[\sigma S_{t}+\gamma g_{t}+S_{t} \alpha_{t}\right] d W_{t} \\
& \left.+\left[b \sigma S_{t}+S_{t} \theta_{2 t}+b \sigma S_{t} \theta_{2 t}\right] d M_{t}\right\} \rho_{t} e^{-r t} .
\end{aligned}
$$

Since $\frac{S_{t}}{A_{t}} \rho_{t}$ is a $P$-E.M.M., it follows that

$$
\mu S_{t}+\mu_{1} g_{t}-r S_{t}+\left(\sigma S_{t}+\gamma g_{t}\right) \theta_{1 t}+\lambda b \sigma S_{t} \theta_{2 t}=0 .
$$

Equation (4) has infinitely many solutions in the set of predictable processes $\left(\theta_{1}, \theta_{2}\right)$ with $\theta_{2}>-1$. Moreover, each solution gives a $P$-E.M.M. $Q^{\theta_{1}, \theta_{2}}$. Consider the two processes $W^{\theta_{1}, \theta_{2}}$ and $M^{\theta_{1}, \theta_{2}}$ where

$$
\begin{align*}
& W_{t}^{\theta_{1}, \theta_{2}}=W_{t}-\int_{0}^{t} \theta_{1 s} d s, \quad t \in[0, T],  \tag{5}\\
& M_{t}^{\theta_{1}, \theta_{2}}=M_{t}-\int_{0}^{t} \lambda_{s} \theta_{2 s} d s, \quad t \in[0, T] . \tag{6}
\end{align*}
$$

By Girsanov Theorem [15], $W^{\theta_{1}, \theta_{2}}$ is a $Q^{\theta_{1}, \theta_{2}}$-Brownian motion and $M^{\theta_{1}, \theta_{2}}$ is a $Q^{\theta_{1}, \theta_{2}}$-compensated Poisson process. From now on we work with the $P$-E.M.M. $\hat{Q}:=Q^{\hat{\theta_{1}}, 0}$ where we take $\theta_{2 t}=0^{2}$ and

$$
\begin{equation*}
\hat{\theta_{1 t}}=\frac{(r-\mu) S_{t}-\mu_{1} g_{t}}{\sigma S_{t}+\gamma g_{t}} \tag{7}
\end{equation*}
$$

Using equations (5)-(7), the underlying asset price can be written under $\hat{Q}$ as

$$
\begin{align*}
d S_{t}= & \left(\mu S_{t}+\mu_{1} g_{t}\right) d t+\left(\sigma S_{t}+\gamma g_{t}\right) d W_{t}+b \sigma S_{t} d M_{t} \\
= & \left(\mu S_{t}+\mu_{1} g_{t}\right) d t+\left(\sigma S_{t}+\gamma g_{t}\right)\left[d \hat{W}_{t}+\hat{\theta}_{1 t} d t\right] \\
& +b \sigma S_{t} d M_{t} \\
= & \left(\mu S_{t}+\mu_{1} g_{t}\right) d t++b \sigma S_{t} d M_{t}+\left(\sigma S_{t}+\gamma g_{t}\right)\left[d \hat{W}_{t}\right. \\
& \left.+\frac{(r-\mu) S_{t}-\mu_{1} g_{t}}{\sigma S_{t}+\gamma g_{t}} d t\right] \\
= & \left(\mu S_{t}+\mu_{1} g_{t}+(r-\mu) S_{t}-\mu_{1} g_{t}\right) d t \\
& +\left(\sigma S_{t}+\gamma g_{t}\right) d \hat{W}_{t}+b \sigma S_{t} d M_{t} \\
= & r S_{t} d t+\left(\sigma S_{t}+\gamma g_{t}\right) d \hat{W}_{t}+b \sigma S_{t} d M_{t} . \tag{8}
\end{align*}
$$

Figures 1 and 2 display two trajectories for the stock price at terminal time $T=1$ with a time step of 0.001 , for two different values of the volatility $\sigma=0.2$ and $\sigma=0.7$. The other parameter values used are: the initial stock price $S_{0}=7$, the jump intensity of the Poisson process $\lambda=3$, the interest rate $r=0.04$, the jump parameter $b=-1$, the crisis parameter $\gamma=0.02$, and the crisis function $g(t)=$ $e^{2 t} \sin (\pi t)$.


Fig. 1: A trajectory for the stock price when $\sigma=0.2$.
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Fig. 2: A trajectory for the stock price when $\sigma=0.7$.

### 2.3 P.D.E. of the option price

Consider a European call option with underlying asset $\left(S_{t}\right)_{t \in[0, T]}$ given by equation (8) and a strike price $K$. By risk-neutral pricing, we can express the price of a European call option as a function $\hat{C}\left(S_{t}, t\right)$. In order to derive the P.D.E. for the European option price, we need Itô formula which is given by the following lemma (see [20]).

Lemma 1.Let $f, l$, and $k$ be three adapted processes such that
$\int_{0}^{t}\left|f_{s}\right| d s<\infty, \quad \int_{0}^{t}\left|l_{s}\right|^{2} d s<\infty, \quad$ and $\quad \int_{0}^{t} \lambda_{s}\left|k_{s}\right| d s<\infty$. Let $X=\left(X_{t}\right)_{t \in[0, T]}$ be the process defined by

$$
d X_{t}=f_{t} d t+l_{t} d \hat{W}_{t}+k_{t} d M_{t}
$$

For any function $F \in \mathscr{C}^{1,2}([0, T] \times \mathbb{R})$, we have

$$
\begin{align*}
F\left(X_{t}, t\right)= & F\left(X_{0}, 0\right)+\int_{0}^{t}\left(\partial_{s} F\left(X_{s}, s\right)+\frac{1}{2} l_{s}^{2} \partial_{x x}^{2} F\left(X_{s^{-}}, s\right)\right. \\
& \left.+\left(f_{s}-k_{s} \lambda_{s}\right) \partial_{x} F\left(X_{s^{-}}, s\right)\right) d s \\
& +\int_{0}^{t} l_{s} \partial_{x} F\left(X_{s^{-}}, s\right) d \hat{W}_{s} \\
& +\sum_{s \leq t}\left(F\left(X_{s}, s\right)-F\left(X_{s^{-}}, s\right)\right) \tag{9}
\end{align*}
$$

Equation (9) can be written in the following form

$$
\begin{align*}
F\left(X_{t}, t\right)= & F\left(X_{0}, 0\right)+\int_{0}^{t}\left[\partial_{s} F\left(X_{s}, s\right)+\frac{1}{2} l_{s}^{2} \partial_{x x}^{2} F\left(X_{s^{-}}, s\right)\right. \\
& +\left(f_{s}-k_{s} \lambda_{s}\right) \partial_{x} F\left(X_{s^{-}}, s\right)+\lambda_{s}\left(F\left(X_{s^{-}}+k_{s}, s\right)\right. \\
& \left.\left.-F\left(X_{s^{-}}, s\right)\right)\right] d s+\int_{0}^{t} l_{s} \partial_{x} F\left(X_{s^{-}}, s\right) d \hat{W}_{s} \\
& +\int_{0}^{t}\left[F\left(X_{s^{-}}+k_{s}, s\right)-F\left(X_{s^{-}}, s\right)\right] d M_{s} . \tag{10}
\end{align*}
$$

The following proposition gives the governing P.D.E. for European call option prices.
Proposition 2.The P.D.E. of the price of the European option in the jump diffusion model (8) is given by

$$
\begin{align*}
& \partial_{t} \hat{C}(s, t)+(r s-b \sigma s \lambda) \partial_{x} \hat{C}(s, t)+\frac{1}{2}\left(\sigma s+\gamma g_{t}\right)^{2} \partial_{x x}^{2} \hat{C}(s, t) \\
& +\lambda(\hat{C}(s+b \sigma s, t)-\hat{C}(s, t))=r \hat{C}(s, t)  \tag{11}\\
& \hat{C}(s, T)=(s-K)^{+} \tag{12}
\end{align*}
$$

Proof.Let $\hat{V}_{t}$ denote the value of the portfolio. Suppose that we are required to find a portfolio $\left(\hat{\zeta}_{t}, \hat{\eta}_{t}\right)_{t \in[0, T]}$ which leads to the payoff value $\hat{V}_{T}=h\left(S_{T}\right)=\hat{C}\left(S_{T}, T\right)$. We have for $t \in[0, T], \hat{V}_{t}=\hat{\zeta}_{t} A_{t}+\hat{\eta}_{t} S_{t}$. Since the strategy is assumed to be self-financing, we have, for $t \in[0, T]$,

$$
\begin{align*}
d \hat{V}_{t}= & \hat{\zeta}_{t} d A_{t}+\hat{\eta}_{t} d S_{t} \\
= & \left(\hat{V}_{t}-\hat{\eta}_{t} S_{t}\right) A_{t}^{-1}\left(r A_{t} d t\right)+\hat{\eta}_{t}\left(r S_{t} d t+\left(\sigma S_{t}+\gamma g_{t}\right) d \hat{W}_{t}\right. \\
& \left.+b \sigma S_{t} d M_{t}\right) \\
= & r \hat{V}_{t} d t+\hat{\eta}_{t}\left(\sigma S_{t}+\gamma g_{t}\right) d \hat{W}_{t}+\hat{\eta}_{t} b \sigma S_{t} d M_{t} \tag{13}
\end{align*}
$$

By applying Itô formula (10) to $\hat{C}\left(S_{t}, t\right)$, we obtain, for any $t \in[0, T]$,

$$
\begin{align*}
d \hat{C}\left(S_{t}, t\right)= & {\left[\partial_{t} \hat{C}\left(S_{t}, t\right)+\left(r S_{t}-b \sigma S_{t} \lambda\right) \partial_{x} \hat{C}\left(S_{t^{-}}, t\right)\right.} \\
& +\lambda\left(\hat{C}\left(S_{t^{-}}+b \sigma S_{t^{-}}, t\right)-\hat{C}\left(S_{t^{-}}, t\right)\right) \\
& \left.+\frac{1}{2}\left(\sigma S_{t}+\gamma g_{t}\right)^{2} \partial_{x x}^{2} \hat{C}\left(S_{t^{-}}, t\right)\right] d t \\
& +\left(\sigma S_{t}+\gamma g_{t}\right) \partial_{x} \hat{C}\left(S_{t^{-}}, t\right) d \hat{W}_{t} \\
& +\left[\hat{C}\left(S_{t^{-}}+b \sigma S_{t^{-}}, t\right)-\hat{C}\left(S_{t^{-}}, t\right)\right] d M_{t} . \tag{14}
\end{align*}
$$

If we seek a wealth $\hat{V}_{t}=\hat{C}\left(S_{t}, t\right)$, equating (13) and (14) yields

$$
\begin{aligned}
r_{t} \hat{C}\left(S_{t}, t\right)= & \partial_{t} \hat{C}\left(S_{t}, t\right)+\left(r S_{t}-b \sigma S_{t} \lambda\right) \partial_{x} \hat{C}\left(S_{t^{-}}, t\right) \\
& +\frac{1}{2}\left(\sigma S_{t}+\gamma g_{t}\right)^{2} \partial_{x x}^{2} \hat{C}\left(S_{t^{-}}, t\right) \\
& +\lambda\left(\hat{C}\left(S_{t^{-}}+b \sigma S_{t^{-}}, t\right)-\hat{C}\left(S_{t^{-}}, t\right)\right)
\end{aligned}
$$

$\hat{C}\left(S_{T}, T\right)=\left(S_{T}-K\right)^{+}$.
which is the desired P.D.E. and condition, equations (11) and (12).

## 3 A particular solution for the option price

In this section we derive a boundary solution of the P.D.E. (11) subject to (12) for $s>K$. Precisely, we consider the P.D.E.

$$
\begin{align*}
& C_{t}(s, t)+(r-\lambda \sigma b) s C_{s}(s, t)+\frac{1}{2}(\sigma s+\gamma g(t))^{2} C_{s s}(s, t) \\
& +\lambda C(s(1+\sigma b), t)-(\lambda+r) C(s, t)=0 \tag{15}
\end{align*}
$$

for $s>K$ and $0 \leq t \leq T$, subject to the condition

$$
\begin{equation*}
C(s, T)=s-K \equiv h(s), s>K \tag{16}
\end{equation*}
$$

We should mention that this solution is very important as it will serve as a boundary solution for the numerical scheme (described next section) to solve (15) for $0 \leq s \leq$ $s_{\infty}$ for some bound $s_{\infty}$.

For ease of notation, let $\alpha_{1}=(r-\lambda \sigma b), \alpha_{2}(s, t)=\frac{1}{2}(\sigma s+\gamma g(t))^{2}, \alpha_{3}=\lambda$, $\alpha_{4}=(\lambda+r)$, and $\beta=1+\sigma b$. Then, integrating (15) with respect to $t$ from $t$ to $T$ and using (16), we obtain

$$
\begin{aligned}
C(s, t)= & h(s)+\int_{t}^{T}\left(\alpha_{1} s C_{s}(s, \tau)+\alpha_{2}(s, \tau) C_{s s}(s, \tau)\right. \\
& \left.+\alpha_{3} C(\beta s, \tau) d \tau-\alpha_{4} C(s, \tau)\right) d \tau
\end{aligned}
$$

Expand the solution formally as an infinite sum $C(s, t)=$ $\sum_{n=0}^{\infty} C_{n}(s, t)$. Substituting this expansion into the above, we obtain

$$
\begin{aligned}
\sum_{n=0}^{\infty} C_{n}(s, t)= & h(s)+\sum_{k=0}^{\infty} \int_{t}^{T}\left(\alpha_{1} s \partial_{s} C_{n}(s, \tau)+\alpha_{3} C_{n}(\beta s, \tau)\right. \\
& \left.+\alpha_{2}(s, \tau) \partial_{s}^{2} C_{n}(s, \tau)-\alpha_{4} C_{n}(s, \tau)\right) d \tau
\end{aligned}
$$

One way to balance (17) is to let $C_{0}(s, t)=h(s)$ and obtain the following recursion relation for $C_{n}(s, t)$ :

$$
\begin{align*}
C_{n+1}(s, t)= & \int_{t}^{T}\left(\alpha_{1} s \partial_{s} C_{n}(s, \tau)+\alpha_{2}(s, \tau) \partial_{s}^{2} C_{n}(s, \tau)\right. \\
& \left.+\alpha_{3} C_{n}(\beta s, \tau)-\alpha_{4} C_{n}(s, \tau)\right) d \tau \tag{18}
\end{align*}
$$

Since $\partial_{s}^{2} C_{0}(s, t)=0$, the above recursion relation reduces to

$$
\begin{align*}
C_{n+1}(s, t)= & \int_{t}^{T}\left(\alpha_{1} s \partial_{s} C_{n}(s, \tau)+\alpha_{3} C_{n}(\beta s, \tau)\right. \\
& \left.-\alpha_{4} C_{n}(s, \tau)\right) d \tau, n \geq 0 \tag{19}
\end{align*}
$$

The following Lemma gives the solution of the recursion relation (19).
Lemma 2.The solution components $C_{n}(s, t), \quad n \geq 1$, satisfying (19) are given by

$$
\begin{equation*}
C_{n}(s, t)=-K(-r)^{n} \frac{(T-t)^{n}}{n!} \tag{20}
\end{equation*}
$$

Proof.The proof is by induction. For $k=1$, from (19), we have
$C_{1}(s, t)=\int_{t}^{T}\left[\alpha_{1} s \partial_{s} C_{0}(s, \tau)+\alpha_{3} C_{0}(\beta s, \tau)-\alpha_{4} C_{0}(s, \tau)\right] d \tau$.
With $C_{0}(s, t)=s-K$, using the definitions of $\alpha_{1}, \alpha_{3}, \alpha_{4}$, and $\beta$, the integrand in (21) becomes

$$
\alpha_{1} s \partial_{s} C_{0}(s, \tau)+\alpha_{3} C_{0}(\beta s, \tau)-\alpha_{4} C_{0}(s, \tau)=r K
$$

Thus, $c_{1}(s, t)=r(T-t) K$ which proves (20) for $n=1$.
Next, assume that (20) is true for $n=k$. From (19) and using the induction hypothesis (20), we obtain

$$
\begin{aligned}
C_{k+1}(s, t) & =\int_{t}^{T}-\left(\alpha_{3}-\alpha_{4}\right) K(-r)^{k} \frac{(T-\tau)^{k}}{k!} d \tau \\
& =-K(-r)^{k+1} \frac{(T-\tau)^{k+1}}{(k+1)!}
\end{aligned}
$$

which proves (20) for $n=k+1$. Hence (20) is true for all $n \geq 1$.

Based on Lemma 2, the solution of the P.D.E. (15) with (16) for $s>K$ is given in the following theorem.

Theorem 1.The solution of (15)-(16) for $s>K$ is given by

$$
\begin{equation*}
C(s, t)=s-K e^{-r(T-t)} \tag{22}
\end{equation*}
$$

Proof.By Lemma 2, we have $C_{n}(s, t)=-K(-r)^{n} \frac{(T-t)^{n}}{n!}, n \geq 1$. Then

$$
\begin{aligned}
C(s, t) & =\sum_{n=0}^{\infty} C_{n}(s, t)=C_{0}(s, t)+\sum_{n=1}^{\infty} C_{n}(s, t) \\
& =(s-K)+\sum_{n=1}^{\infty}\left(-K(-r)^{n} \frac{(T-t)^{n}}{n!}\right) \\
& =(s-K)-K\left(e^{-r(T-t)}-1\right)=s-K e^{-r(T-t)},
\end{aligned}
$$

which proves (22).

## 4 Numerical computing of options prices

In this section, we develop and implement a stable numerical scheme for the solution of (15) for $0 \leq s \leq s_{\infty}$ and $0 \leq t \leq T$. Similar treatments for different options price P.D.Es. or financial problems have been done in [3], [16] and [22]. We consider the following linear P.D.E.

$$
\begin{equation*}
\frac{\partial C}{\partial t}+\alpha_{1} s \frac{\partial C}{\partial s}+\alpha_{2}(s, t) \frac{\partial^{2} C}{\partial s^{2}}+\alpha_{3} C(\beta s, t)-\alpha_{4} C=0 \tag{23}
\end{equation*}
$$

with the initial and boundary conditions

$$
\begin{align*}
& C(0, t)=0, \quad C(T, s)=H(s)=\max \{s-K, 0\}  \tag{24}\\
& C(s, t)=R(s, t), \quad \forall s \geq s_{\infty} \tag{25}
\end{align*}
$$

where $R(s, t)=s-K e^{-r(T-t)}$, as derived in the previous section. The constants $\alpha_{0}, \alpha_{1}, \alpha_{3}, \alpha_{4}, \beta$, and $\alpha_{2}(s, t)$ are as defined in the previous section, namely,

$$
\alpha_{1}=(r-\lambda \sigma b), \alpha_{2}(s, t)=\frac{1}{2}(\sigma s+\gamma g(t))^{2}, \alpha_{3}=\lambda
$$

and

$$
\alpha_{4}=(\lambda+r), \beta=1+\sigma b
$$

First, the problem is transformed into a "forward" initialvalue problem. Let $\tau=T-t$ and $\tilde{C}(s, \tau) \equiv C(s, t)$. Then equation (23) becomes

$$
\begin{equation*}
-\frac{\partial \tilde{C}}{\partial \tau}+\alpha_{1} s \frac{\partial \tilde{C}}{\partial s}+\widetilde{\alpha}_{2}(s, \tau) \frac{\partial^{2} \tilde{C}}{\partial s^{2}}+\alpha_{3} \tilde{C}(\beta s, \tau)-\alpha_{4} \tilde{C}=0 \tag{26}
\end{equation*}
$$

with the new conditions

$$
\begin{align*}
& \tilde{C}(0, \tau)=0, \tilde{C}(s, 0)=H(s)  \tag{27}\\
& \tilde{C}(s, \tau)=\tilde{R}(s, \tau)=R(s, T-\tau), \forall s \geq s_{\infty} \tag{28}
\end{align*}
$$

and

$$
\widetilde{\alpha}_{2}(s, \tau)=\alpha_{2}(s, T-\tau) .
$$

Next, discretize the intervals $[0, T]$ and $\left[0, s_{\infty}\right]$ into equally spaced nodes:

$$
\begin{aligned}
& \tau_{i}=i k, 0 \leq i \leq N_{t}, k=\frac{T}{N_{t}} \\
& s_{j}=j h, 0 \leq j \leq N_{s}, h=\frac{s_{\infty}}{N_{s}}
\end{aligned}
$$

where $k$ and $h$ are the step sizes. Let $\tilde{C}_{j}^{i} \approx \tilde{C}\left(s_{j}, \tau_{i}\right)$. Then using Crank Nicolson discetization, Equation (26) becomes

$$
\begin{equation*}
\frac{\tilde{C}_{j}^{i+1}-\tilde{C}_{j}^{i}}{k}=\frac{1}{2}\left(F_{j}^{i+1}+F_{j}^{i}\right), \tag{29}
\end{equation*}
$$

where

$$
\begin{aligned}
F_{j}^{i}= & \alpha_{1} s_{j} \frac{\tilde{C}_{j+1}^{i}-\tilde{C}_{j-1}^{i}}{2 h}+\widetilde{\alpha}_{2}\left(s_{j}, \tau_{i}\right) \frac{\tilde{C}_{j+1}^{i}-2 \tilde{C}_{j}^{i}+\tilde{C}_{j-1}^{i}}{h^{2}} \\
& +\alpha_{3} \tilde{C}\left(\beta s_{j}, \tau_{i}\right)-\alpha_{4} \tilde{C}_{j}^{i}
\end{aligned}
$$

Equation (29) simplifies to

$$
\begin{align*}
& a_{j}^{i+1} \tilde{C}_{j-1}^{i+1}+\left(1+b_{j}^{i+1}\right) \tilde{C}_{j}^{i+1}+c_{j}^{i+1} \tilde{C}_{j+1}^{i+1} \\
& -\frac{1}{2} k \alpha_{3} \tilde{C}\left(\beta s_{j}, \tau_{i+1}\right)=-a_{j}^{i} \tilde{C}_{j-1}^{i}+\left(1-b_{j}^{i}\right) \tilde{C}_{j}^{i}-c_{j}^{i} \tilde{C}_{j+1}^{i} \\
& +\frac{1}{2} k \alpha_{3} \tilde{C}\left(\beta s_{j}, \tau_{i}\right) \tag{30}
\end{align*}
$$

where
$a_{j}^{i}=\frac{k}{4} j \alpha_{1}-\frac{k}{2 h^{2}} \widetilde{\alpha}_{j}^{i}, \quad b_{j}^{i}=\frac{k}{h^{2}} \widetilde{\alpha}_{j}^{i}+\frac{k}{2} \alpha_{4}$,
$c_{j}^{i}=-\frac{k}{4} j \alpha_{1}-\frac{k}{2 h^{2}} \widetilde{\alpha}_{j}^{i}$ and $\widetilde{\alpha}_{j}^{i}=\widetilde{\alpha}_{2}(j h, i k)$.
Note that from (27) and (28), we have

$$
\begin{aligned}
& \tilde{C}_{0}^{i}=0, \forall i \geq 1, \quad \quad \tilde{C}_{j}^{0}=H(j h), \forall j \geq 1, \\
& \tilde{C}_{j}^{i}=\tilde{R}_{j}^{i} \equiv \tilde{R}\left(s_{j}, \tau_{i}\right), \forall j \geq N_{x} .
\end{aligned}
$$

In equation (30), the value of $\beta s_{j}$ in $\tilde{C}\left(\beta s_{j}, \tau_{m}\right)$ for $m=$ $i, i+1$, may be (i) outside the computational interval $\left[0, s_{\infty}\right]$ or (ii) inside the computational interval but not one of the mesh points $s_{j}$. To overcome this setback we suggest the following.
1.If $\beta s_{j} \geq s_{\infty}$, that is for $j \geq j^{*}=\left\lceil N_{x} / \beta\right\rceil$, then we let

$$
\tilde{C}\left(\beta s_{j}, \tau_{m}\right)=\tilde{R}\left(\beta s_{j}, \tau_{m}\right)=R\left(\beta s_{j}, T-\tau_{m}\right)
$$

2.If $\beta s_{j}<s_{\infty}$, i.e., for $j<j^{*}$, let $n_{j}, 0 \leq n_{j} \leq N_{x}-1$, be the integer such that $s_{n_{j}} \leq \beta s_{j} \leq s_{n_{j}+1}$, i.e., $n_{j}=\left\lfloor\beta_{j}\right\rfloor$. Then $\tilde{C}\left(\beta s_{j}, \tau_{m}\right)$ is approximated by the weighted average of $\tilde{C}_{n_{j}}^{m}$ and $\tilde{C}_{n_{j}+1}^{m}$ :

$$
\tilde{C}\left(\beta s_{j}, \tau_{m}\right) \approx w_{j} \tilde{C}_{n_{j}}^{m}+\left(1-w_{j}\right) \tilde{C}_{n_{j}+1}^{m}, w_{j}=\left(n_{j}-\beta j+1\right)
$$

Note that in the case of $n_{j}=N_{x}-1$, we have $s_{N_{x}-1} \leq$ $\beta s_{j} \leq s_{\infty}$. In this case we let

$$
\tilde{C}\left(\beta s_{j}, \tau_{m}\right) \approx w_{j} \tilde{C}_{N_{x}-1}^{m}+\left(1-w_{j}\right) \tilde{R}\left(s_{\infty}, \tau_{m}\right)
$$

In summary, we have

$$
\tilde{C}\left(\beta s_{j}, \tau_{i}\right) \approx\left\{\begin{array}{lr}
w_{j} \tilde{C}_{n_{j}}^{i}+\left(1-w_{j}\right) \tilde{C}_{n_{j}+1}^{i}, & \text { if } j \leq j^{*}-1  \tag{31}\\
n_{j} \leq N_{x}-2, \\
w_{j} \tilde{C}_{N_{x}-1}^{i}+\left(1-w_{j}\right) \tilde{R}\left(s_{\infty}, \tau_{i}\right), & \text { if } j \leq j^{*}-1 \\
n_{j}=N_{x}-1, \\
\tilde{R}\left(\beta s_{j}, \tau_{i}\right), & \text { if } j \geq j^{*} .
\end{array}\right.
$$

Now, let $C^{i}=\left[\begin{array}{lll}\tilde{C}_{1}^{i} & \tilde{C}_{2}^{i} & \ldots \\ \tilde{C}_{N_{x}-1}\end{array}\right]^{t}$. Using (31), equation (30) can be written in matrix form as

$$
\begin{equation*}
\left(\mathbf{I}+\mathbf{A}^{i+1}\right) C^{i+1}-\mathbf{B} C^{i+1}-F^{i+1}=\left(\mathbf{I}-\mathbf{A}^{i}\right) C^{i}+\mathbf{B} C^{i}+F^{i}, \tag{32}
\end{equation*}
$$

where $\mathbf{A}$ is an $\left(N_{x}-1\right) \times\left(N_{x}-1\right)$ tridiagonal matrix and $F^{i}$ is a column vector, given by

$$
\begin{aligned}
& \mathbf{A}^{i}=\left[\begin{array}{ccccc}
b_{1}^{i} & c_{1}^{i} & 0 & \ldots & 0 \\
a_{2}^{i} & b_{2}^{i} & c_{2}^{i} & \ldots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & a_{N_{x}-2}^{i} & b_{N_{x}-2}^{i} & c_{N_{x}-2}^{i} \\
0 & \ldots & \ldots & a_{N_{x}-1}^{i} & b_{N_{x}-1}^{i}
\end{array}\right], \\
& F_{j}^{i}= \begin{cases}\frac{1}{2} k \alpha_{3} \tilde{R}\left(\beta s_{j}, \tau_{i}\right), & j^{*} \leq j \leq N_{x}-2, \\
\frac{1}{2} k \alpha_{3} \tilde{R}\left(\beta s_{j}, \tau_{i}\right)-c_{N_{x}-1}^{i} \tilde{R}\left(s_{\infty}, \tau_{i}\right), j=N_{x}-1, \\
\frac{1}{2} k \alpha_{3}\left(1-w_{j}\right) \tilde{R}\left(s_{\infty}, \tau_{i}\right), & j \leq j^{*}-1 \\
& \begin{array}{l}
n_{j}=N_{x}-1, \\
0,
\end{array} \\
\text { otherwise, }\end{cases}
\end{aligned}
$$

and $\mathbf{B}$ is a sparse $\left(N_{x}-1\right) \times\left(N_{x}-1\right)$ matrix given by

$$
\begin{cases}\mathbf{B}_{j, i}=0, & \text { if } j \geq j^{*}, \\ \mathbf{B}_{j, n_{j}}=\frac{1}{2} k \alpha_{3} w_{j}, & \text { if } j \leq j^{*}-1 \& n_{j} \leq N_{x}-1 \\ \mathbf{B}_{j, n_{j}+1}=\frac{1}{2} k \alpha_{3}\left(1-w_{j}\right) & \text { if } j \leq j^{*}-1 \& n_{j} \leq N_{x}-2,\end{cases}
$$

The above outlined scheme has been implemented to obtain a numerical solution to system (32). Figures 3 and 4 depict the option prices for $\lambda=3, r=0.04, K=8, b=1$, $s_{\infty}=20, T=1, k=0.01 ; h=0.1, g(t)=e^{2 t} \sin (\pi t)$, and $\sigma=0.2$ (figure. 3) for $\sigma=0.7$ (figure. 4).

## 5 Conclusion

In this paper, we have considered a jump diffusion model during financial crisis. This new model takes into account two shortcomings of the standard Black-Scholes model, the jump and the increase in volatility during a financial crisis. The pricing option problem for the suggested model has been analyzed and a new partial differential equation for the option price has been derived. The derived P.D.E. reduces to the well-known Black-Scholes P.D.E. when the jump and the crisis parameters are not considered.


Fig. 3: An option price trajectory when $\sigma=0.2$.


Fig. 4: An option price trajectory when $\sigma=0.7$.

For large values of the underlying asset price, we have derived a closed form solution of the new partial differential equation. This solution has been used as a boundary condition for the numerical treatment of the problem. A Crank-Nicolson based numerical scheme has been developed and implemented to obtain a numerical solution. The numerical results conform with the expected behavior of the option price.
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