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Abstract: For a multiple-input multiple-output (MIMO) system with more antennas ateéeiver than the transmitter, selecting the
same number of receiver antennas as the number of transmitter asitenmtake most of the advantages of MIMO capacity performance
and at the same time reduce the system hardware cost and computetiomdxity. In this paper, a novel effective low complexity
near-optimal antenna selection algorithms based on maximization cheapeatity is proposed for the MIMO array configuration.
Different from many existing fast antenna selection algorithms whichmbita sub-optimal channel sub matrix by adding or removing
one row per step exploit re-computing formula, our algorithm acquiresidar-optimal channel matrix by a faster updating formula.
In such faster updating formula, the formula is updating rather thanmgsuating, so that the matrix inverse operation is avoided. Due
to using an effective iteration processing, our antenna selection algagtiuces computational complexity and leads to a substantial
improvement in the capacity optimally for moderating to high signal to noise (8NRs), and obtains almost the same capacity
and bit error ratio (BER) performance as that of the exhaustivieslsdmsed optimal antenna selection algorithm. Compared to the
conventional sub-optimal antenna selection algorithms, our algorithniohes computational complexity and achieves almost the
same capacity and BER performance as the optimal selection algorithatlyFiheoretical analysis and simulation results illustrate
that the new algorithm outperforms the existing sub-optimal antenna selectithods.

Keywords: MIMO systems, Low complexity, Channel capacity, Receiver antealezton.

1 Introduction selection ] that optimally chooses a subset of the
available transmit and/or receive antennas is an attectiv

- - ; low-cost and low-complexity technique. Hence, the
Multiple-Input-multiple-output(MIMO) wireless systems . . . N
P P P put( ) y objective of the antenna selection scheme is to find the

characterized by multiple antenna elements at the

transmitter and receiver, have demonstrated the potentiszpt'mlaI f";;ntenr&a ?utt%set that c;fan aIIeV|tate the r;ar(?V\t/ﬁre
for increasing capacity in rich multipath environments, cgmp ?X|y anf I?/IIMS sarr:e |meBcapdure mt%s Ob €
without any increase in bandwidth or transmit advantagés o Systems. based on ihe above

power [1-3], hence it has drawn widespread attention angconsiderations, antenna selection technique has received
it is considered as the most promising technoloay in theW|de$pread attention recently, it is a technology that can
P 9 9y reduce the cost of the MIMO systems and meet the

future of wireless communication. This technology . ¢ lexit bl | b ¢
divides the incoming data stream into multiple data sup™©94!'® O COmpiexity,” assembies a large number o
ntennas between the transmitter and the receiver, uses

streams and then transmits them through different2Nt . S o )
antennas to obtain high spectral efficiency. But, in Orderradlo frequency switch circuit to make the limited RF link

to provide high spectral efficiency, a MIMO system assigned to the optimal antenna subset combinations for

requires the same number of ratio frequency (RF) chain nly increasing such low-cost hardware as antennas and

as employed antennas’; however, the cost and complexit;F/)F switch circuit, it also could obviously improye
of multiple RF chains are is a potential problem for erformance of MIMO systems. To select an appropriate

practical implementation in a MIMO system. Antenna subset of antennas, the antenna selection algorithm of
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MIMO systems has been studied deeply in a large numbefast antenna selection algorithm approaching to the
of literatures for years. With the optimal antenna selectio optimal performance based on maximum channel
scheme %], the RF chains can optimally connect to the capacity, and the algorithm’s core idea lies in the
best subset of transmitter and/or receiver antennasieceivers which use efficacious iterative process to reduce
However, the optimal antenna selection algorithmthe computational complexity while maintaining almost
requires an exhaustive search of all candidatethe same performance as the optimal algorithm.
combinations in order to find the optimal subset at theCompared with the DS algorithm, this new algorithm has
transmitter and/or receiver, this results in a highlower computational complexity.

computational complexity, it grows exponentially with This paper is organized as follows. Section 2
increasing the total number of the antennas availableintroduces the system model. In Section 3, we derive the
especially if the channels change rapidly and the antennproposed criterion and investigate the new iterative
selection has to be re-evaluated frequently. The optimahlgorithms for receive antenna selection. In Section 4, we
antenna subset selection algorithm is an exhaustivgiive the computational complexity analysis about the
method that computes all possible antenna subsementioned algorithm. Simulation numerical results and
combinations and chooses the subset of the antenneorresponding discussion are provided in Section 5.
which can achieve the best system performance. While=inally we draw conclusions in Section 6.

the optimal antenna selection algorithm obtains the best

performance, it is hard to achieve real-time

implementation because of the large complexity of the

algorithm. A series of simplified antenna selection 2 System model

algorithms aiming at reducing computational complexity

have recently been proposed. The investigation aiming aEonsider anNg x Ny MIMO system with Ny transmit
reducing computational complexity a series of simplified antennas andliz receiver antennas withl (M < Nr) RF
antenna selection algorithms is thus of great practical a§nk shown in Figl. Based on capacity maximization
well as theoretical interest. In recent years, considerabl criterion, we selectM (M < Ngr) out of Nr receiver
research efforts have been devoted to the developing ointennas for further signal processing. Between the
sub-optimal techniquess8] for antenna selection with transmit and receive antennas is a slowly varying flat
well trade-offs between performance and complexity. Theadditive white Gaussian noise quasi-static Rayleigh
simplest algorithm is norm-based selection (NBS)fading channel, each group of data streams transmitted
algorithm which is proposed in6], where the antennas from different antennas simultaneously. When all the
corresponding to the columns of the channel matrix withantennas are used for communications, the input-output
the maximum Euclidean norm are selected. Compared téelationship in MIMO systems is expressed!#3

the exhaustive search algorithm it has lower complexity,

but higher loss of channel capacity. Ii], the authors B ﬁH 1
further considered the effect of channel correlation on the x= st N, (1)
system performance, and proposed a correlation-based

selection (CBS) algorithm which selects the antennas Where x = [x1,%p,...,Xng]T IS an Ng x 1 received
corresponding to the columns of the channel matrix withsignal vector, s = [s1,%,...,S]' iS an Ny x 1

the maximum norm and minimum correlation. Although transmitted signal vectop is the average signal to noise
these tow algorithms reduce the computationalratio (SNR) at each receive antenmas= [ng,ny, ..., Nng] "
complexity, yet but it leads to significant capacity loss andis the Nr additive Gaussian white noise with zero-mean
error-probability performance deterioration in some and variance 1, and the channel matixs

scenarios, especially in correlated channels. In order to

reduce the computational complexity while retaining the hi1 hio -+ hing

system performance, the decremented selection (DS) ho1 hoo -+ hong

algorithm was proposed ir8], the algorithm begins with H=| . . . . (2)
choosing available antennas and then removes one S

antenna with the lowest contribution to the system PNg. 1 ANg2 -+ Ping Ny

capacity per step. Because the algorithm uses the best
suitable updating algorithm, it not only achieves almost
the same capacity as the optimal selection algorithm bu
also reduces the computational complexity. Bj, [the
authors proposed a new antenna selection algorlthm bas
on space multiplex system transmitter but didn’t consider
the case of receiver antenna selection. o "

In this paper, based on the work above, in order to C= |092det<|NR+WHH ) 3)
reduce the computational complexity without reducing i
the performance of MIMO systems, we propose a new Wherel, denotes th@ x n identity matrix.

Where hj; entry represents the channel fading

oefficient between th&h receive antenna and thi¢h

ransmit antenna, which is a complex Gaussian entry of

eccgro mean and unit variance. Accordingly the channel
pacity is given byl
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theith step which add the remaining subset of the antenna

towards the collection of the first antenna state vector. By
g 1 & Doy equation B) the channel capacity of receiving antenna
! wuc . i which has not been chosen is expressed as
: i~ ' Swic
F Link - F Link p H
bt Co = logydet(Iy + R e HY L) @
Fig. 1: Antenna Selection MIMO communication system model. ~ Next, we focus on the contribution of selected subset

of R receive antenna MIMO system to channel capacity,
H;,H/"can be written as,

3 New receive antenna selection algorithm

®)

H.  HTY H b
H|iH|}i4=[ o i Tl "].

To fi . . hyH b
o find the maximum of the channel capacity based on i-1 i
the optimal subset receive antenna, we consider choosing
the M root of antennasC,’{l"R possible situations fromlr
root of receive antennas, but the computational
complexity is too high in practical MIMO communication
system. In order to reduce the complexity of the MIMO
system implementation, thés{8] proposed NBS, CBS,
DS and other algorithms, but the NBS and CBS
algorithms have a significant loss of channel capacity. C:Iogzdet<IM+p
Although the DS algorithm approaches the optimal Nr
antenna selection algorithm for channel capacity, it still P HH PH A
has a high computational complexity. Therefore, this |ngdet{ {'\g hOHH 1NTp 0 '1H]}.
. . . [P —|—fh|lh|
paper will present a lower computational complexity of Nr 0 Nt 1
the antenna than the DS algorithm and can achieve the
best performance of the algorithm with almost the same
new receive antenna selection algorithm. At the beginningyet XZ|_ det(X) - defW — zX~1Y) in [11], we can
of the algorithm the sets dR receive antennas selection ZW
will set to be empty, each iteration will choose the largestmake further deduced oéfas
contribution to the channel capacity of the receive
antenna, add it to the sets Bf At the receive terminal
end, as in the channel mattik, gradually choose to make C =log, det(p HIOHE) e
the maximum channel capacity of thé line, then add it Nr
to the antenna subset.

Based on %) through @), we can find in thdath step
after a collection from the remaining antennas to the
antenna insertion of a subsetigf 1th receive antenna the
channel capacity is

Using the nature of the matrix determinant

+Iogzdet<l+ ph|lF11hE>

Nt

| | | o y ™
31 Analyss of receive antenna selection system =log, det(lM + WH'NR*M H|NRM) o
capacity y )

H

Assuming that the choosing subset of a received antenna Jri;|09120|‘9t<1+ Ny hllphhll) :
is R={ly,l2,...,Im}, li is the choice of theéth antenna
which makes the greatest contribution to channel capacity  Defining the matrixp, as
C of the receive antenna channel matrix corresponding to
the row markedH, H, (i = 1,2,...,M) is the sub-matrix Ny -1
of channel matrip, it consists of; values corresponding R =In —H <INRi + H|iH|iH) H,'i*. (8)
to H in the line byly,lo,... Iy in that order, that means a P

subset of antenna which has been selected to redsjye,
means that it had not selected any receive antenna, it also
means that the antenna has been selected to receive>d
subset of the empty set. Hi; is the row vectoH of I;th M
antenna corresponding channel matrix, antenna selection Ac—-c_cp = Z|og2det<1+ phhﬂ“l'?) . (9)
has been completed the- 1 step, in thdth step add the &

remaining set of thé&h antenna to the antenna subset, the

antenna array matrix can be written as According to 8) we can get, whe\C is maximum

Hi, = [hT,hl,...;hT h[]T = [HT h{]T, whereh; is  the receive antenna system can be selected to maximize

Based on 4) and (/) we define the receiver antenna
lection channel capacity gain as
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channel capacity. Therefore the optimal subset of antenna WhereU is defined as unitary matril, , 1U|'l =
selectionH,, can be determined byL.() o, 3 = INe—(i-1) o
i— R—(1—1)"
In order to find a quick update formula, we first

H,, = arg_maxAC. calculate

10
R{H|M} ( )

WhereR{H,,, } expresses allq!) kinds of possible
situation of M antenna chosen ﬁomlR antenna, the
algorithm is exhaustive search method to calculate the
complex through the large hard real-time implementation.
Therefore, make further derived tolQ) a low
computational complexity and can get approach the
optimal antenna selection algorithm the channel capacity

-1
o}
Go , = (u,,l1 + NTH'cvilH"jvil> . (15)

We make the transformation t&%) as follow:

A apn] t
_H 11 Q12
Gq)"l B UI“’u—l [agl azz] UI‘I’ifl

of a new receive antenna selection algorithm. (16)
_UH B11 b1z U
T oy | bpg by lop_;-
3.2 Low-complexity antenna selection algorithm Where
According to ), (10) can be approximated as A =lg + NﬂHlm H|'1.7 (17)
T
a2 = ——H, ht, 18
Hi, = argR{rrH1a>§ Iogzdet(1+ %hlﬂi hff) . 12= - Hig (18)
K a1 = Ly HE (19)
The above equation expresses each selection can be Nr o '
the channel capacity for the greatest contribution to the ap =1+ N—hhhf;'. (20)
T

receive antenna. Combined witB) @nd @) we can iterate
the method to determine the antenna subset selection. In According to the block matrix inversion formula if][
each iteration we select the remaining set of receive

antennas that can maximize the channel capacity to make[ U]l _ { (A—UDV)~! —(A-UD v)lup?

incremental receive antenna. Assuming that without V D _(D_VALUYVAT (D—VA-lU)L

selecting the receive antenna set@s= {1,2,...,Nr},
antenna selection in thith step add théjth antenna to

. A We can get
antenna subset selection, after tith step antenna g

selection the receive antenna set which still have not been Bi1— (A1 — aroasiar) L 21
selected is®;. Therefore, the receive antenna which has 1= (A= a2 227121) :1 1 (21)
been selected in théh step can be determined 2 b1z = —(A11— @128,5 A1) A28y, (22)

bo1 = —(ap2 — ap1Ajfa12) tapiALf, (23)

I =arg max{logzdet<1+ phhHihE') }

€D 1 Nt 12) boo = (822 — @21A1 1 a12) . (24)
— arg| erg,a)l({l+ N%h'i N hﬁ' } ) Based on17)-(20) through @4) we can get
The selected receive antenna in ttiestep is boy = (1+ %hh P'i* h',4> _1. (25)
li=® 1—d. (13)

According to (L6) we can find thaty, is a diagonal
element of matrbxGq, ,, therefore we will make a further

According to (12), [ must be the channel matrik, )
- derivation of (L2) as

after N\r — M) times replaced to geHha,i, H|m| expresses

that after thath step antenna selection have not yet been
selected to receive antenna channel matrix. In addition, in
(12, 1+ ,\%hh Hihri' will be double counted forNg — M)

times, to reduce the complexity of the algorithm, we mustmatrix G

consider how to quickly updateﬂ%hhﬂi hl'?'. Choose a

gj = argmaxdiag{Ge,_, }}.

(26)

Where g; expresses thgth diagonal elements of

therefore, according

D1

receive antenna fron®;_1, after add it to the subset of (27)

receive antenna

H"DH - F_:::)i] Ul‘pi—l' (14)

li = (®i-1);.

to 26)
corresponding antenna ith step can be determined by

the

(27)

Where(®,_1); expresses th¢th element of®_1. We

found that though using equatior2?® repeatedly, the
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option that can maximize the channel capacity to make In order to compare these two algorithms more
incremental antenna have a series of matrix inversionjntuitively, we used(N3 + N3) /4 + N3Nt + (M3 —M)/3
increasing the computational complexity of the algorithm.in Matlab and the curve of describing computational
Therefore, we need to study how to inverse matrixcomplexity and selecting the number of antenna is shown
recursion quickly. According to the matrix inversion in Fig.2

formula

(A-UD V)1 =A1rAUD-VA W) VAL

in [6], combine the 21)-(24), we have

3500

1, a1 1. \-1n a1
Bi1=Aj] +Ajjarz(az —axAjjare) A
1
= Ajj + b1oboobos.

T T T T
—&— New algorithm | ;———EI——\_H
—&— DS algorithm

(28) 3000

2500

Combine (7)-(20) and £8) we can get th&q,

Ga, = Ajf = B11— bribgobos. (29)

1500

Therefore, when we assuming that
Go, = (Ing + %HlNRHl':‘R)*l is known, according to
equation 13), (26), (27) and @9 we can get the fast 500
receive antenna selection algorithm. Summarize the ! z W (number of seclecion antennas) ! ?

above derivation process, receive antenna selection
algorithm is described as following. Fig. 2: The complexity multiplications for antenna section versus

1) At the beginning: define the index set of the the number of selection anteniawhen the number of receiver
antennas not selected, assume tibgt= {1,2,...,Ng},  andantennarespectively are fixed\at= Nr = 8.
R= g. CalculateGa, = (Ing + %HmRHl':"R)*1 according
to al p € S, select antenna P meet

1000
N Sy

g — argmaxdiag{Ge, ,}} : Whire twe assumedt. thle a:mella\ler o; Eeceive and
; -1 S ransmit antennas respectively &ig= Nt = 8. Compare

2) Assumingn = 2, when 2= n <M, R=RU{P}. it traditional algorithm DS, this algorithm has a much

®= (D_.{P}’ for all Pe R . lower computational complexity because of the use of
71@Usmg the equationsl), (26), (27) updatingGa, = faster update iterative which uses update expression

A1 = B11— biobyobys, takei = n+ 1, calculatingg; = instead of repeated computation to avoid a lot of inverse
argmaxdiag{Gae _, } }, choosing the antenra matrix.

(@Updating the seth;, R andthi .

Whenn > M, stop the cycle, return to the 9t

5 Simulation results analysis and discussion

4 Algorithms complexity analysis In following section we compare with the performance of
the optimal selection algorithm, DS, CBS, NBS, random
In this section we give the computational complexity antenna selection algorithm to the proposed algorithm by
analysis about the mentioned algorithm, in ste®d,  computer simulation software (Matlab). We assumed the
computational complexity i6NS +N3)/4+ N3Ny, instep  number of receive and transmit antennas respectively are
2 choose M receive antennas, the computational Nk = Ny = 8, under the prospective static Rayleigh
complexity mainly concentrates on the update of matrixfading channel, the transmit terminal uses QPSK
Go, = Aﬁl = Bi1 — biobpoboi, the computational modulation technology and the receiver uses the least
complexity is (M3 — M)/3. So this algorithm’s mean square error(MMSE), each simulation result is
computational complexity is obtained by averaging over 10000 channel realizations.
(N3 4 N3)/4 + N3Nt 4 (M3 — M) /3. At the same time, To prove that the proposed algorithm has lower
compared with traditional DS algorithm, we found that computational complexity and the performance close to
the algorithm mentioned in this paper has a loweroptimal antenna selection, the comparison of channel
computational complexity, because the computationalcapacity and bit error rate is proposed between the new

complexity of DS algorithm in%] is suggested algorithm and other algorithms in prospective
Rayleigh fading channel. Figand Fig4 are respectively
CMS= (Ny — M/Z)NF%M N the curves of channel capacity and bit error rate changing

3 2 30 with SNR when receiver selecting the antennis- 4.
Ng +12NENT +ANRNTM — - 4 (30)  As the result shows, in the prospective static Rayleigh
6N2M — 2NgM2 + N3 + 2NrM fading channel, the new proposed algorithm compared
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with CBS, NBS, random antenna selection algorithm, can 3 . :
provide obvious channel capacity performance gain and L e
bit error rate performance gain, and almost has the same "’:;3;;3‘;::?;“‘
performance of optimal antenna selection algorithm and 2ol o CBS algortm
DS algorithm. The main reason for this is that the new

proposed algorithm takes the norm among the /%//
corresponding channel matrix row vector of the chosen 15

receiving antenna into consideration.

—&— New algorithm

Capacity bps/Hz

T
—#— Optimal algorithm
—&— New algorithm
25H —+—Ds i
—%— NBS algerithm
—&— CBS algorithm
20| —&— Random algorithm

0
1 2 3 4 5 6 7 8
M

/ Fig. 5: Capacity versuM curves of all algorithms in i.i.d. fading
channel.

Capacity bpsiHz
>

10 % 10
= O SO YOS SOSNO YOS s YO S VUM N O SO SO MOSSOY SO DO == S
| = 10 -
I:IIII 2 4 [3 8 10 12 14 16 18 20
SNR[dE]
& 10°
Fig. 3: Capacity versus SNR curves of all algorithms in i.i.d.
fading channel. —#— Optimal algorithm
10* —&— New algorithm
—+—DS i
—=<— NBS algorithm
—&— CBS algorithm
. —&— Random algorithm

3 3.5 4 4.5 5 55 6 6.5 7 75 8
M

Fig. 6: BER versusM curves of all algorithms in i.i.d. fading
channel.

selection algorithm and DS algorithm, and such
performance is obviously better than that of NBS, CBS

Ber

# || —+— DS algorithm

—v— Optimal algorithm

—&— New algorithm

—<&— NBS algorithm

—&— CBS algorithm

—&— Random algorithm

T T T
2 4 6

8 10

and random antenna selection algorithm. Besides, from
the simulation results we can clearly see that all antenna
selection algorithms’ capacity increase with the receive
antenna selection numbeéf = 4 while bit error rate

decreases. Because of in the practice, the multiplexing

SNRLdE] gain of system increases with the chosen antenna number

while diversity dimension decreasek?], so we have to
choose the antenna number properly according to the
actual condition and system performance demanded.

Fig. 4: BER versus SNR curves of all algorithms in i.i.d. fading
channel.

The above section is just a comparison of all antenna .
selection  algorithms ~ performance  of  which 6 Conclusion
pre-established the number of antenndisin order to
study the number of receiver antenna impact on systenin MIMO system, receiving antenna selection is a simple
performance, Fi%. and Fig6 are respectively the curves but effective technology to improve system performance.
of channel capacity and bit error rate changes withThis paper based on the analysis of channel capacity
antenna selection numbéd when SNR = 14dB. The  formula and matrix reverse formula proposed an
simulation results show that, in the prospective staticalgorithm that can quickly realize the receiving antenna
Rayleigh fading channel, the new proposed algorithm carselection algorithms. The new algorithm compared with
get almost the same performance of optimal antenndS algorithm, has a lower computational complexity
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because of the using of rapid iteration update formula. At
the same time, it can achieve almost the same capacity
and BER performance as the optimal selection algorithm. [
Especially in the prospective static Raleigh fading |
channel, such performance is obviously better than that of |
NBS, CBS and random antenna selection algorithm.
Finally, the new algorithm performance is proved by
computer simulation.
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