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Abstract: In this paper, the Bargmann system for the second-order eigenvalue problem with the energy is dependent on potential and
speedLϕ − (∂ 2+λu+v)ϕ −λϕx is discussed.
First of all, some basic concepts are introduced. After that, by means ofthe auxiliary problem and the isospectral compatible condition,
the reasonable bi-Hamilton operator K and J are defined, and the evolutionequations related to the spectral problem are obtained.
Using the functional gradient and Lenard recursive sequence, the Bargmann constraint is given. By the constraint relation between the
potential function and the eigenvector, the associated Lax pairs are nonlineared, then the Bargmann system of the eigenvalue problem
is found. According to the viewpoint of Hamilton mechanics, a reasonablecoordinate system has been found. The Bargmann system
is transformed into the Hamilton canonical equations in the coordinate system. Finally, based on the Liouville theorem and confocal
involutive system, the integrability of the Hamilton system is proved.
A new integrable system is found. Moreover, the involutive representations of the solutions for the evolution equations are generated.

Keywords: Eigenvalue problem, potential, Bargmann system, non-lineared Lax pairs, Hamilton integrable system, involutive
representation.

1 Introduction

1.1 Soliton’s history of development and
research significance

Soliton is one of the non-linear phenomenon which can
be produced in the laboratory and first observed in nature.
It has been more than one hundred years from discovering
soliton to now, but it’s great development and application
in many subjects (such as optical fiber communication,
nonlinear optics space soliton, flux son device, the
biology DaWeiDuo husband soliton, plasma of solitary
wave, etc.) began in 1970 s. Below we outline the vital
events in its development process, as well as its research
significance and status quo.

The first time people has observed soliton which is
exactly recorded is that one day in August 1834, when
Russell riding on the bank of river, he acutely found that
the column aroused by the bow was a very unusual
natural phenomenon. As a successful scientist, a essential
quality is that he has the ability to be aware of the

essentially different new phenomenon from the
complicated phenomenon, and Russell had the ability.
After discovering the translation wave (now we called it a
solitary wave), he spent a lot of time doing experiment to
determine the nature of this wave. But he has not been
theoretically confirmed the existence of solitary wave.

Throughout the history of science, it is not difficult to
find that putting forward a new idea or introducing a new
concept often can cause long periods of intense debate,
sometimes even suspected and animadvert. Solitary wave
fate is also so. The argument until 1895, Korteweg and
DE Vries attained shallow water wave equation from fluid
mechanics research. Meanwhile, they also got the
equation of travelling wave solutions, it describes the
solitary wave motion found by Russell in the wavelength
tending to infinite cases.

The presentation of KdV equation theoretically
expounded the existence of solitary wave. But the
academic circles haven’t been able to answer whether
solitary wave is stable or not. Until 1965, the American
mathematician Kruskal and Zabusky made calculation in
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computer describing the whole process of the collision of
KdV equation’s two wave. First of all, solitary wave
maintained same in the collision like “through Ming”
through each other. Secondly, solitary wave occurred
phase shifting after the collision. Since then, people
admitted that solitary wave is stable, after the collision
two or more solitary wave kept each of the same
waveform and speed to move on propagation. The
problem with solitary wave revealed by solid state
physics, nonlinear electromagnetism and neural dynamics
encouraged people to consider the area beyond fluid,
whether the solitary wave existed. These problems caused
the people’s extensive concern.

The recent development of the soliton has made more
great progress than before, rough summarized as: from
one dimension to multidimensional; By single soliton
evolution party ride to the coupling evolution equations;
From classic to the quantum; From the single subject to
interdisciplinary. The study was critical for the
development of soliton theory. When the development of
the theoretical research on the technology had great
application prospects, production and technology need to
promote the development of the theory in a further
degree. With the coming of information society,
information increased rapidly, transferring and processing
information rapidly not only had an important role on
production, scientific research but also had a far-reaching
influence on the whole social’s progress.

1.2 Integrable system research significance and
present situation

Integrable system is a challenging research topic in
soliton theory which has draw the attention of many
scholars at home and abroad. The “nonlinear science”
leaded by Gu Chao hao academician had been listed as
our country climbing project, Chinese scholars made a
more in-depth and systematic research results in
integrable system studying. Recent research shows that
integrable system theory is still the mainstream of
development of soliton theory at home and abroad and
one of the most active research field.

Looking for and expanding integrable system in the
meaning of Lax or Liouville [2] is important issue in
soliton theory study, and searching for new integrable
system and connecting with the equation which has the
physical meaning is very difficult. Bi - Hamilton structure
is a direct and beautiful method [3–5] which can prove
that nonlinear equation fully integrable. In recent years,
Chinese scholars has made a very big achievements in
this aspect. The trace identity putted forward by Tu
Guizhang is a effective method of constructing infinite
dimensional Hamilton system. Starting by spectral
problem, we can can get many equation family and
Hamilton system, such as, AKNS, TC, TA, BPT, Yang
family [6, 7]. The Lax nonlinear polarization method put

forward by Cao Cewen is a effective method of
structuring finite dimensional integrable Hamilton system
which can nonlinearized the eigenvalue problem into
finite dimensional completely integrable Hamilton
system, such as, KdV, AKNS, Jaulent - Miodek, Kaup -
Newell, clan [8–11], etc. Another important application
of this method is transforming the solution of soliton
equation connected with eigenvalue problem into into
solving compatibility of ordinary differential
equation [9–11]. Researching power system’s complete
integrability in the sense of Liouville, usually puts the
system into Hamilton system, it’s a good way of the
theory of product to study integrability in today.

1.3 Research content of this paper

What this article researches is that the second order
eigenvalue of energy in accordance with the potential and
speed:

Lϕ = (∂ 2+λu+v)ϕ = λϕx (1)

(∂ = ∂
∂x, characteristic parameterλ ∈ C, potential

function u,v are(X, t) very value real function). Chapter
one, review the soliton and integrable system research
significance and status. Chapter two, first introduce some
basic concepts and prove some properties. Then work out
X Functional gradient, and take appropriate double
Hamilton operator K, J and Lenavd recursion sequence
{ j = −1,0,1, . . .} according to the compatibility
conditions, and get the second order eigenvalue problem
(1) related development equation family and Lax. Chapter
three, first of all get constraint relation and determine
nonlinear chemical equation of Lax. Use the Hamilton
force System structure characteristics and it’s connection
to Euler - Lagrange equation. Setting up a set of suitable
for this paper differential equation of coordinate
system [12] in the symplectic popular(w = ∑2

j=1

dyj ∧dzj ,R2N) j = i, so Bargmann system is transformed
into equivalent Hamilton canonical system. Chapter four,
research Hamilton system through the matrix form, prove
the Liouville sense completely integrability, and
discussed solution representation of the development of
the family of equation. Chapter five, the full text to carry
on the summary, the main conclusions are given.

2 The second chapter second order
eigenvalue problem development equation
family and Lax said

In order to study the second order eigenvalue problem,
first of all we need to define its basic space.Now,
assuming that the second order eigenvalue problem (1)
space is the basis ofΩ , if the potential functionu,v and
characteristics as well as their function tox all order
derivative are infinite downhill function, the definition of
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Ω is (−∞,+∞), If these functions are cycle forT of the
periodic function, the definitionΩ for [0,2T].

Definition 1. In the problem space intoL2 inner product
operation:

( f ,h)L2(Ω) =
∫

Ω
f h∗dx〈∞

Among them: h∗ stands for the complex conjugate
function ofh.

Definition 2. If profit and profit meet relation:

(A f,h)L2(Ω) = ( f , Āh)L2(Ω)

The operator is called the benefit of dual operator. If the
profit = h, said operator profit for self adjoint operator,
otherwise will its known as the self adjoint operator.

Theorem 1. (1) L = ∂ 2 + λu+ v for the space of self
adjoint operator, and the following pedigree

{

Lϕ = (∂ 2+λu+v)ϕ = λϕx

L̄ϕ = (∂ 2+λu+v)ψ =−λ ∗ψx
(2)

To form a complete pedigree.
(2) if the eigenvalue problem is (2) characteristic value,

then into is real, namelyλ = λ ∗ ∈ R.

Proof. (1) according to the dual operator definition, when

L = ∂ 2+λu+v

There appears:

(L f ,g)L2(Ω) =
∫

Ω
(L f )g∗dx

=

∫

Ω
f (∂ 2+λu+v)g∗dx

=
∫

Ω
f (L̄g)∗dx

= ( f , L̄g)L2(Ω)

And L = L̄, soL for self adjoint operator.
(2) by (2-1) available:

λ
∫

Ω
ϕxψdx=

∫

Ω
(Lϕ)ψdx=

∫

Ω
ϕ(L̄ψ)dx

=

∫

Ω
(−ϕλ ∗ψx)dx=

∫

Ω
λ ∗ϕxψdx

= λ ∗
∫

Ω
ϕxψdx

Soλ = λ ∗ ∈ R.

Theorem 2. Double order eigenvalue problem (2)
characteristics function is real function.

Proof. If ϕ is a copmplex function, can make theϕ = a+
bi (includinga,b were real function), theLϕ = λϕx in the
x can be

{

La= λax

La= λbx

Thereforea,b is also type (2) about the characteristic
function. To discuss the convenient, can makeϕ is real
function.

Theorem 3. If the double order eigenvalue problem (2),
the characteristic parameters of the characteristic function,
it can get functional gradient for:

gradλ =

(

δλ/δv
δλ/δu

)

= (−
∫

Ω
(uϕ −ϕx)ψdx)−1

(

ϕψ
λϕψ

)

Proof. According to

L· =
d
dε

|ε=0L(v+ εδv,u+ εδu)

From type (= refeq21) get

(Lϕ)· = L·ϕ +Lϕ · = (λϕx)
· = λ ·ϕx+λϕ ·

x

And because of
∫

Ω
(Lϕ ·)ψdx=

∫

Ω
ϕ ·(L̄ψ)dx=

∫

Ω
−ϕ ·λψxdx

=
∫

Ω
λϕ ·

xψdx

Thus
∫

Ω
[(∂ 2+λu+v−λ∂ )ϕ]·ψdx

=
∫

Ω
[(∂ 2)·ϕ +∂ 2ϕ ·+(λu)·ϕ +λuϕ ·

+v·ϕ +vϕ ·− (λ∂ )·ϕ −λ∂ϕ ·]ψdx

=
∫

Ω
[(λu)·ϕ +v·ϕ − (λ∂ )·ϕ]ψdx

=

∫

Ω
(λ ·uϕ +λδuϕ +δvϕ −λ ·ϕx)ψdx

=
∫

Ω
[λ ·(uϕ −ϕx)+(λδuϕ +δvϕ)]ψdx]

= 0

So we can get functional gradient:

gradλ =

(

δλ/δv
δλ/δu

)

= (−
∫

Ω
(uϕ −ϕx)ψdx)−1

(

ϕψ
λϕψ

)

Is right.
If

{

ϕxx = λϕx

ϕt = ωmϕ

Among them:











wm = ∑m
j=0(−

1
2b jx −

1
2λb j +b j∂ )λ m− j ,m= 0,1,2, · · ·

g j =

(

b j

b j+1

)

, j =−1,0,1, · · · ,m−1.

(3)
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The compatibility conditions available:

J =

(

1
2∂ 3+vϕ +ϕv 0

0 1
2∂

)

(4)

K =

(

0 1
2∂ 3+vϕ +ϕv

1
2∂ 3+vϕ +ϕv u∂ +∂u

)

(5)

Theorem 4.OperatorK,J are double Hamilton operator,
namely to meet skewness, non degenerative, double linear
sex, Jacobi equation was established, and meet the
relation:

Kgradλ = J(λgradλ ) (6)

Proof. K,J and gradλ generation into the type, need to
verify

(

0 1
2∂ 3+vϕ +ϕv

1
2∂ 3+vϕ +ϕv u∂ +∂u

)(

ϕψ
λϕψ

)

= λ
(

1
2∂ 3+vϕ +ϕv 0

0 1
2∂

)(

ϕψ
λϕψ

)

The first line clearly established. The following
verification equations on both sides of the second line
matrix equal: on the left

= (
1
2

∂ 3+vϕ +ϕv)ϕψ +(∂u+u∂ )λϕψ

=
1
2

ϕxxxψ +
3
2

ϕxxψx+
3
2

ϕxψxx+
1
2

ϕψxxx+vxϕψ

+2vϕxψ +2vϕψx+λuxϕψ +2λuϕxψ +2λuϕψx

=
1
2
(λ 2ϕx−λ 2uϕ −λvϕ −λuxϕ −λuϕx−vxϕ

−vϕx)ψ +
3
2
(λϕx−λuϕ −vϕ)ψx+

3
2

ϕx(−λψx

−λuψ −vψ)+
1
2

ϕ(λ 2)

= right, so (6) is right.
We can get:Jg−1 = 0. And by LenaTd recursion

equation

Jgj = Kg j−1 (7)

Can get Lenard recursion sequence{g j | j =−1,0,1, · · ·}.

Note 1.Lenard recursion sequence{g j = (b j ,b j+1)
T | j =

−1,0,1, · · ·},b j ,b j+1 are allu,v,ux,vx, · · · .
Theorem 5. If take Jg−1= 0, then can get double order
eigenvalue problem (1) of the corresponding development
equation family is:

(

v
u

)

tm

= Xm = Jgm = Kgm−1,m= 0,1,2, · · · (8)

At the same time the development equation is
compatibility conditions. for the family to Lax

{

Lϕ = λϕx

ϕtm = wmϕ
m= 0,1,2, · · · (9)

Note 2. Take g−1 = (b−1,b0)
T = (0,1)T , get the

development of family of equation (8) just is second order
eigenvalue problem (1) Bargmann system corresponding
development equation family. Here are the first three
nontrivial development party path:

(

v
u

)

t0

= Kg−1

(

vx
ux

)

(

v
u

)

t1

= Kg0

(

uxxx+4vux+2uvx
vx+6uux

)

(

v
u

)

t2

= Kg1

(

X11
X21

)

Among them:

X11 = vxxx+6vvx+18uxuxx+6uuxxx

+6u2vx+24uuxv

X12 = uxxx+6uvx+6vux+30u2ux

3 Bargmann system and a set of reasonable
coordinates on the Hamilton canonical form

In order to study the structure and properties of the
system, the system here is transformed into equivalent
Hamilton system. This chapter first pass over the double
Hamilton operator K, J, functional gradient and Lenard
recursion sequence determined grnan Ba article constraint
parts, and getting the corresponding Ba rgmann system.
Then use the constraint conditions of the order spectrum
problem nonlinear change. And according to the
Hamilton mechanics point of view and Euler - Lagrange
equation thoughts, in the introduction of symplectic
manifold (w = ∑2

j=1dyj ∧ dzj ,R2N) to establish A set of
appropriate coordinate, and in this basis and asked for
BaTgman/nJ = 1 System equivalent Hamilton dynamic
power system.

3.1 Eigenvalue problem of Bargmann constraint
and the corresponding system

Put λ1〈λ2〈· · · 〈λN for eigenvalue problem (2) of
characteristic value, theϕ j ,ψ j for corresponding to the
characteristic value into theλ j( j = 1,2, · · · ,N) of
characteristic function. The following sign:

∧= diag(λ1,λ2, · · · ,λN),

Φ = (ϕ1,ϕ2, · · · ,ϕN)
T ,

Ψ = (ψ1,ψ2, · · · ,ψN)
T ,

According to the (2) can get:
{

LΦ = (∂ 2+Λu+v)Φ = ΛΦx

LΨ = (∂ 2+Λu+v)Ψ =−ΛΨx
(10)

c© 2013 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci.7, No. 5, 2035-2043 (2013) /www.naturalspublishing.com/Journals.asp 2039

According toK∇λ = J(λ∇λ ), can get:

K(
N

∑
j=1

λ k
j ∇λ j) = J(

N

∑
j=1

λ k+1
j ∇λ j),k= 0,1,2, · · ·

Is that to say:

K

(

〈Λ kΦ ,Ψ〉
〈Λ k+1Φ ,Ψ〉

)

= J

(

〈Λ k+1Φ ,Ψ〉
〈Λ k+2Φ ,Ψ〉

)

,k= 0,1,2, · · ·

(11)

Here,〈∗,∗〉 Said standard inner product

〈 f ,g〉==
N

∑
j=1

figi

among themf = ( f1, f2, · · · , fN),g= (g1,g2, · · · ,gN).
If makeg−1 = (0,1)T , according toJgj = Kg j−1( j =

0,1,2, · · ·) can be obtained:

g1 =

(

2u
2v+6u2

)

(12)

let

g1 =

(

2u
2v+6u2

)

=

(

〈Φ ,Ψ〉
〈ΛΦ ,Ψ〉

)

(13)

Through the type (15), after calculation can get double
order eigenvalue problem (1) potential functionu,v and
the corresponding characteristic functionΦ andΨ tuen
has the following constraint relationships:

(

v
u

)

=

(

1
2〈ΛΦ ,Ψ〉− 3

4〈Φ ,Ψ〉2

1
2〈Φ ,Ψ〉

)

(14)

According to type (7), (11), (15), can get

g j =

(

b j
b j+1

)

=

(

〈Λ j−1Φ ,Ψ〉
〈Λ jΦ ,Ψ〉

)

, j = 1,2,3, · · · (15)

According to the BaTgmann constraint type (14) can take
double order eigenvalue problem (1) into:

{

Φxx+
1
2Λ〈Φ ,Ψ〉Φ + 1

2〈ΛΦ ,Ψ〉Φ − 3
4〈Φ ,Ψ〉2Φ = ΛΦx

Ψxx+
1
2Λ〈Φ ,Ψ〉Ψ + 1

2〈ΛΦ ,Ψ〉Ψ − 3
4〈Φ ,Ψ〉2Ψ = ΛΨx

(16)

This is the order eigenvalue problem (1) Baqmann
constraint. Below will use the constraint conditions and
the corresponding Baumann system. Because of this type
is a Bafgmann constraint get, so will its called order
eigenvalue problem (1) Bargmann system.

3.2 Group reasonable coordinates and
Hamilton canonical system

The first definition Lagrange function

Î =
∫

Ω
Idx (17)

Here, Lagrange densityI is

I =
1
4
〈Φ ,Ψ〉3−

1
2
〈ΛΦ ,Ψ〉〈Φ ,Ψ〉−

1
2
〈ΛΦ ,Ψx〉

+
1

2〈ΛΦx,Ψ〉
+ 〈Φx,Ψx〉

(18)

Theorem 6. Second order eigenvalue problem (1) of the
corresponding Bafgmann system type (16) is equivalent to
the Euler - Lagrange equation:

{

δ Î
δΦ = 0
δ Î
δΨ = 0

(19)

Proof.

δ Î
δΨ

=
∂ I
∂Ψ

−

(

∂ I
∂Ψx

)

x

=−Ψxx−
1
2

Λ〈Φ ,Ψ〉Ψ −
1
2
〈ΛΦ ,Ψ〉Ψ

+
3
4
〈Φ ,Ψ〉2Ψ −ΛΨx

=−(L̄Ψ +ΛΨx)

= 0

Similarly available:

δ Î
δΨ

=−(LΦ −ΛΦx) = 0

Define Euler - Lagrange equation (19) of the
generalized coordinates are as follows:

u1 = Φ ,u2 =Ψ

At the same time the need to find and generalized
coordinates the corresponding generalized momentum
v1,v2 and function g, make they constitute Hamilton
system, namely to meet the following Hamilton canonical
equation:

{

u jx = {u j ,g}=
∂g
∂v j

v jx = {v j ,g}=− ∂g
∂u j

j = 1,2. (20)

Among them, the{∗,∗} says symplectic manifold(w =

∑2
j=1dyj ∧dzj ,R2N) even ifF,H for XinLiu Metaphysical

Hamilton function, then

{F,H}= ∑ j = 12
N

∑
k=1

(

∂F
∂u jk

∂H
∂v jk

−
∂F

∂v jk
∂H

∂u jk

)

=
2

∑
j=1

(〈Fu j ,Hv j 〉−〈Fv j ,Hu j 〉)
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let

g=
2

∑
j=1

〈u jx,v j〉− I

obtain

dg=
2

∑
j=1

(〈v j ,dujx〉+ 〈u jx,dvj〉)−dI

And byg is u j ,v j function, so

dg=
2

∑
j=1

(〈
∂g
∂u j

,duj〉+ 〈
∂g
∂v j

,dvj〉)

=
2

∑
j=1

(−〈v jxduj〉+ 〈u jx,dvj〉)

so

dI = 〈du1x,v1〉+ 〈v1x,du1〉+ 〈du2x,v2〉+ 〈v2x,du2〉

= 〈dΦ ,v1x〉+ 〈dΦx,v1〉+ 〈dΨ ,v2x〉+ 〈dΨx,v2〉

so


















v1x =
∂ I
∂Φ

v1 =
∂ I

∂Φx

v2x =
∂ I
∂Ψ

v2 =
∂ I

∂Ψx

Thus get generalized momentum:

v1 =Ψx+
1
2

ΛΨ ,v1 = Φx−
1
2

ΛΦ

Theorem 7.Jacobi - Ostrogradsky coordinates


















u1 = Φ
u2 =Ψ
v1 =Ψx+

1
2ΛΨ

v2 = Φx−
1
2ΛΦ

Eigenvalue problem (1) BaTgmann system type (16)
equivalent to Hamilton canonical system [13]:

{

u jx = {u j ,g}=
∂g
∂v j

v jx = {v j ,g}=− ∂g
∂u j

j = 1,2.

Among them, Hamilton functiong is:

g=−
1
2
〈Λv2,u2〉−

1
4
〈Λ2u1,u2〉+ 〈v2,v1〉+

1
2
〈Λu1,v1〉

−
1
4
〈u1,u2〉

3+
1
2
〈u1,u2〉〈Λu1,u2〉

Proof. u1,u2,v1,v2 and Hamilton functiong substitution
Hamilton equation:

{

u jx = {u j ,g}=
∂g
∂v j

v jx = {v j ,g}=− ∂g
∂u j

j = 1,2

Can be directly calculated with Bargmann system type
(16) of equivalence.

Theorem 8.If take symplectic manifold coordinates for:


















y1 = Φ
y2 = Φx−

1
2ΛΦ

z1 =−Ψx−
1
2ΛΨ

z2 =Ψ

(21)

Eigenvalue problem (1) BaTgmann system type (16)
equivalent to Hamilton canonical system [13]:

{

ϕ jx = {ϕ j ,h}=− ∂h
∂ψ j

ψ jx = {ψ j ,h}= ∂h
∂ϕ j

j = 1,2 (22)

Among them, Hamilton functionh is:

g=−
1
2
〈Λy2,z2〉−

1
4
〈Λ2y1,z2〉−〈y2,z1〉

−
1
2
〈Λy1,z1〉−

1
4
〈y1,z2〉

3+
1
2
〈y1,z2〉〈Λy1,z2〉

(23)

Note 3. According to (21), and potential function and
characteristic function between the Bafgmann constraint
type:

(

v
u

)

=

(

1
2〈Λy1,z2〉−

3
4〈y1,z2〉

2

1
2〈y1,z2〉

)

(24)

4 Bargmann under the restriction of the
Hamilton equation and completely
integrability

In this chapter, first through the above the obtained Jacobi
- Ostrogradsky coordinates, the energy is in accordance
with the potential and in accordance with the speed
second order eigenvalue problem of operator pedigree
into the form of matrix, the nonlinear change. And then
according to the potential functionu,v and characteristic
function, the relationship between the development of the
family will be equation solution into finite dimensional
completely integrable system is, its essence is the use of
finite dimensional Hamilton canonical system could be
fully integrated solution for the soliton system solution.

4.1 Bargmann under the restriction of Lax

Theorem 9. Second order eigenvalue problem (1)
corresponding BaTamann constraint system type (16) in
the coordinate system type (21) equivalent to the matrix
form:

{

Yx = MY
Zx =−MTZ

(25)
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Among them:

Y =

(

y1
y2

)

=

(

Φ
Φx−

1
2ΛΦ

)

(26)

Z =

(

z1
z2

)

=

(

−Ψx−
1
2ΛΨ

Ψ

)

(27)

M =

(

1
2Λ E

1
4Λ2−Λu−v 1

2Λ

)

, (28)

E = EN∗N = diag(1,1, · · · ,1)

Proof. Martial arts (26), (27) direct substitution type (25),
and then know and type (16) is of equivalence.

Theorem 10. In the coordinate type (21) basis, with the
second order eigenvalues problem (1) related auxiliary
spectrum problem

Φtm = wmΦ =
m

∑
j=0

(−
1
2

b jx −
1
2

Λb j +b j∂ )Λm− jΦ ,

m= 0,1,2, · · ·

transformation:
{

Ytm =VmY
Ztm =−VT

mZ
m= 0,1,2, · · ·

Vm =

(

Am Bm
Cm Dm

)

(29)

Am =
m

∑
j=0

−
1
2

b jxΛm− j

Bm =
m

∑
j=0

b jΛm− j

Cm =
m

∑
j=0

(−
1
2

b jxx+
1
4

Λ2b j −b jΛu−b jv)Λm− j

Dm =
m

∑
j=0

1
2

b jxΛm− j

Corollary 1. In Bavgmam constraint type (24), and
second order eigenvalue problem (1) related development
equation family type (8) to write the Lax for:

{

Yx = MY
Ytm =VmY

m= 0,1,2, · · · (30)

{

Zx =−MTZ
Ztm =−VT

mZ
m= 0,1,2, · · · (31)

Among them:

M =

(

1
2Λ E
α 1

2Λ

)

(32)

Among them:
α = 1

4Λ2− 1
2Λ〈y1,z2〉−

1
2〈Λy1,z2〉+

3
2〈y1,z2〉

2 Here the
Vm of for:

Am=
m

∑
j=1

−
1
2
(〈Λ j−1y2,z2〉−〈y1,Λ j−1z1〉)Λm− j

Bm=
m

∑
j=1

〈Λ j−1y1,z2〉Λm− j +Λm

Cm=
m

∑
j=1

(−
1
4
〈Λ j+1y1,z2〉+

1
2
〈y1,z2〉〈Λ jy1,z2〉

+ 〈Λ j−1y2,z1〉+
1
4
〈Λ j−1y1,z2〉Λ2+

−
1
2
〈Λ j−1y1,z2〉〈y1,z2〉Λ)λ m− j +

1
4

λ m+2

−
1
2
〈y1,z2〉Λm+1−

1
2
〈Λy1,z2〉Λm+

3
4
〈y1,z2〉

2Λm

Dm =
m

∑
j=1

1
2
(〈Λ j−1y2,z2〉−〈y1,Λ j−1z1〉)Λm− j

Proof.
{

LΦ = ΛΦx

Φtm = wmΦ = ∑m
j=0(−

1
2b jx −

1
2Λb j +b j∂ )Λm− jΦ

4.2 Hamilton equation of the family completely

integrability and solution of the said
Theorem 11. In the symplectic space (R2N,∑2

j=1
dyj ∧dzj), the use of BaTgmann constraint type (24), can
J = I To get and second order eigenvalue problem (1) the
corresponding development equation family type (8) Lax
of polices, type (30), (31) is equivalent to the Hamilton
canonical system:

{

Yx =− ∂h
∂Z

Ytm =− ∂hm
∂Z

m= 0,1,2, · · · (33)

and
{

Zx =
∂h
∂Y

Ztm = ∂hm
∂Y

m= 0,1,2, · · · (34)

Among them, theh by type (23) said,hm [13] take for:

g=−
1
2
〈Λm+1y1,z2〉〈y1,z2〉−

1
4
〈Λy1,z2〉〈Λmy1,z2〉

+
1
4
〈y1,z2〉

2〈Λmy1,z2〉+
1
4
〈Λm+2y1,z2〉

+ 〈Λmy2,z1〉−
m

∑
j=1

∣

∣

∣

∣

〈Λm− jy1,z1〉 〈Λ j−1y1,z2〉
〈Λm− jy2,z1〉 〈Λ j−1y2,z2〉

∣

∣

∣

∣

+
m

∑
j=1

1
4
(〈Λ j−1y1,z1〉

+ 〈Λ j−1y2,z2〉)(〈Λm− jy1,z1〉+ 〈Λm− jy2,z2〉)
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Proof. In the coordinates (21) foundation, according to
Lax to type (30), (31) and Hamilton equation of the
structure characteristic, can get:

∂hm

∂z1
=

m

∑
j=1

−
1
2
(〈Λ j−1y2,z2〉−〈y1,Λ j−1z1〉)Λm− jy1

+
m

∑
j=1

〈Λ j−1y1,z2〉Λm− jy2+Λmy2

∂hm

∂z2
=

m

∑
j=1

(−
1
4
〈Λ j+1y1,z2〉+

1
2
〈y1,z2〉〈Λ jy1,z2〉

+ 〈Λ j−1y2,z1〉+
1
4
〈Λ j−1y1,z2〉Λ2

−
1
2
〈Λ j−1y1,z2〉〈y1,z2〉Λ)Λm− jy1+

1
4

Λm+2y1

−
1
2
〈y1,z2〉Λm+1y1−

1
2

Λ〈y1,z2〉Λmy1

+
3
4
〈y1,z2〉

2Λmy1+
m

∑
j=1

(
1
2
〈Λ j−1y2,z2〉

−
1
2
〈y1,Λ j−1z1〉)Λm− jy2

Using integral, the some items to piece together, through a
lot of calculation can be obtainedhm.

So, infinite dimensional dynamic system was
constraint condition constraint in the finite dimensional
submanifold inside. Hamilton canonical system in the
sense of Liouville complete integrability [15,16] research
is the a important content, the following we mainly
discuss (33), (34) in the Liouville sense completely
integrability. First of all take:

E(1)
k =y2kz1k+

1
4

λ 2
k y1kz2k+

1
4

y1kz2k〈y1,z2〉
2

−
1
4

y1kz2k〈Λy1,z2〉−
1
4

λky1kz2k〈y1,z2〉

−Γk

E(2)
k =

N

∑
l=1,l 6=k

1
λk−λl

Bi j

(35)

Using integral, the some items to piece together, through a
lot of calculation can be obtainedhm.
Theorem 12. (1) {dEI

k, I = 1,2;K = 1,2, · · · ,N} each
other for linear independence, And{EI

K , I = 1,2; k= 1,2,
· · · ,N} is convolution system, namely to meet:

{EI
k,E

J
j }= 0, I ,J = 1,2;k, j = 1,2, · · ·N.

(2)

hm =
N

∑
k=1

λ m
k EI

k

{h,EI
k}= 0,∀k= 1,2, · · · ,N.I = 1,2.

{h,hm}= 0,∀m= 1,2, · · ·

{hn,hm}= 0,∀m,n= 1,2, · · ·

Using integral, the some items to piece together, through
a lot of calculation can be obtainedhm. In the sense of
Liouville, h and {hm,m = 1,2, · · ·} are completely
integrable system.

Theorem holdings if{y j ,zj | j = 1,2} for Hamilton
canonical system type (33), (34) solution, then

(

v
u

)

=

(

1
2〈Λy1,z2〉−

3
4〈y1,z2〉

2

1
2〈y1,z2〉

)

(36)

Using integral, the some items to piece together,
through a lot of calculation can be obtainedhm. Is second
order eigenvalue problem (1) of the corresponding
development equation family type (8) solution [17], is
type (8) solution to GeBiao and of [18]. According to the
Hamilton canonical system type (31), (4 to 8) and the
corresponding equation of the family to Lax of
equivalence and integrability, known and order eigenvalue
problem (1) related development equation family type (8)
solution can through the symplectic space (R2N, E dy A
DZJ) integrable system convolution solution was said.
The fifth chapter conclusion This paper have given energy
is in accordance with the potential and in accordance with
the speed order eigenvalue problem and its corresponding
Ba gmann system was studied, the main won the
following conclusion:

(1) obtained and order eigenvalue problem related
development equation family:

(

v
u

)

tm

= Xm = Jgm = Kgm−1,m= 0,1,2, · · ·

(2)
{

u= 1
2〈Φ ,Ψ〉

v= 1
2〈ΛΦ ,Ψ〉− 3

4〈Φ ,Ψ〉2

(3) take Jacobi - Ostrogradsky coordinates for


















y1 = Φ
y2 = Φx−

1
2ΛΦ

z1 =−Ψx−
1
2ΛΨ

y2 =Ψ

Get the finite dimensional Hamilton canonical system:
{

Yx =− ∂h
∂Z

Ytm =− ∂hm
∂Z

{

Zx =
∂h
∂Y

Ztm = ∂hm
∂Y

m= 0,1,2, · · ·

(4) if {y j ,zj | j = 1,2} for Hamilton canonical system
{

Yx =− ∂h
∂Z

Ytm =− ∂hm
∂Z

{

Zx =
∂h
∂Y

Ztm = ∂hm
∂Y

m= 0,1,2, · · ·

Is The family of the development equation (8)s solution.
Today, we known that system is less, so looking for new
integrable system, especially with practical significance
of the equation related integrable system is mathematical
physical society’s full attention. With using the constraint
relationship structure equation solution has also become a
very important research field.
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