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Abstract::In this paper a Legendre integral method is proposed to solve integral and integro- differential problems 

and optimal control problems governed by integral and integro- differential equations.   Galerkin method is used to 

reformulate the problem as constrained optimization problem. The resulting constrained optimization problem is 

solved by Hybrid penalty partial quadratic interpolation technique.  Numerical results are included to confirm the 

efficiency and accuracy of the method. 

Keywords:Spectral methods- Legendre polynomials – Hybrid penalty partial quadratic interpolation technique- 

Integral equations – Integro differential equations - Optimal control Problems. 

 

1. Introduction 

Spectral methods using expansion in orthogonal polynomials such as Chebyshev or ultraspherical polynomials is 

successful in the numerical approximation of various boundary value problems, see for instance Ahues et al [1], 

Canuto et al [3]and Kopriva [5].  If these polynomials are used as basis functions, then the rate of decay of the 

expansion coefficients is determined by the smoothness properties of the function being expanded. This choice of 

trial functions is responsible for the superior approximation properties of spectral methods compared with finite 

difference and finite element methods. 

 

 

 El-Hawary et al. [4] derived some useful properties of the ultrashperical polynomials. They introduced an 

ultrashperical approximation for any continuous function and its finite integrals. They derived error estimates for this 

approximation. They introduced an algorithm that gives an optimal approximation of the integrals. Optimal control 

problems governed by integral and integro- differential equations arise in a variety of problems with memory effects, 

including economics, population dynamics, epidemiology.  Belbas[2] presented and analyzed a novel method for 

solving optimal control problems for Volterra integral equations, based on approximating the controlled Volterra 

integral equations by a sequence of systems of controlled ordinary differential equations. 

 

Peng et al.[6] considered a class of second-order nonlinear impulsive integro-differential equations of mixed type 

whose principle is time-varying generating operators with unbounded perturbation on Banach spaces. They discussed 

the perturbation of time-varying operator matrix and constructed corresponding the evolution system generated by 

operator matrix. Ningning[7] considered the numerical simulation for a class of constrained optimal control problems 

governed by integral equations of Fredholm type. He provided a superconvergence analysis for the Galerkin 

approximation to these control problems. Based on the results of the superconvergence analysis, he established a 

recovery type a posteriori error estimator, which can be used for adaptive mesh refinemen

The purpose of this paper is to solve integral and integro- differential problems and optimal control problems 

governed by integral and integro- differential equations.  We shall combine Legendre integral approximation with 

Galerkinmethodto reformulate the integral and integro- differential problem to unconstrained optimization problem.  

Optimal control problems governed by integral and integro- differential equations shall be reformulated to be 

constrained optimization problem. 

 

The resulting unconstrained optimization problem is solved by penalty partial quadratic interpolation technique 

whereas the constrained optimization problem is treated by Hybrid penalty partial quadratic interpolation technique.   
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The error bound for the used approximation is discussed to ensure the efficiency of the proposed method.  We include 

enough numerical examples and comparisons to confirm accuracy of the method. 

 

This paper is organized as follows. In Section 2 we will introduce the Legendre spectral approximation.   In Section 3 

we will discuss error bound.  In Section 4, we will state basis of Galerkin method.  Setting of the problem is found In 

Section 5.   In Section 6 we will describe  the proposed method of solution which uses Galerkin method to 

reformulate the problem as constrained optimization problem.   In Section 7 we will state Hybrid penalty partial 

quadratic interpolation technique to solve the resulting constrained optimization problem.   In Section 8, we will give 

numerical results. Finally in Section 9 we will conclude this paper. 

 

2. The Legendre Spectral Approximation 

 

The Legendre polynomials are a sequence of polynomials ,...2,1,0 ),( jxQ j   each respectively satisfying the 

following two recurrence relations  

1      ,)()12()()1( 11   jjQxQjxQj jjj                                                                                          (2.1a) 
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 The recurrence formula (2.1a) can be used to generate the Legendre polynomials starting with 0 ( ) 1Q x 
 

and 1 ( )Q x x
(see Szegö [8]). The m order derivative of the Legendre polynomials can be generated by the 

recurrence formula (2.1b).   where 1m  is the order of differentiation. 

            We have from (2.1)  
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The Legendre polynomials satisfy the orthogonal property 
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We present here the Legendre approximation of the integration of any function ]1 ,1[)(  Cxf  at equally spaced 

points 
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Let f(x) be approximated at Sby Legendre polynomials, namely 
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 We can write trapezoidal rule for approximating this integral 
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where the double prime on the summation denotes that the first and last term halved. 

 

From Eqs. (2.2) -(2.4), we can define the elements of the matrices  
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We approximate the m-times integral of a function f at Sxi  by the following relation:  
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3. Error Bound 

  Let  ]1 ,1[)(  Cxf  be approximated by (2.4a).   We define the function: 

1( ) ( )-P ( )- ( )N Nu x f x x Q x 
,  

and choose   such that )(xU  has a root x  satisfying 0)(1  xQN , then  
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it follows that u(x) has more than N+1 roots.  This ensure that )()1( xu N
  has at least one root, then  there exists 
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by differentiation  m - times, we get 
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The error bound of the integral is obtained from 
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and
)(x 

  in [0,1].  and j ( ), j 0,1,2, ...Q x 
are the Legendre polynomials 

 

4. Galerkinmethod 

   Consider the spectral approximation )(xuN  is used to solve the integro- differential problem fuL )(  with 

orthogonal base function Nkxk ,...2,1),(  . The Galerkin idea is to require the residual ([12]) 

)())(()( xfxuLxR NN 
                                                                                                            (4.1)                                                                                                                                                                                                      

 

To be orthogonal to each of the base functions.   That is the inner product 
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using the inner product definition [17] 
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With w  is the weight function corresponds to the orthogonal base functions Nkxk ,...2,1),(  . 

 

5. Setting of the problem 
We are dealing with the optimal control problem governed by integral or integro- differential equations. The 

problems can be stated as: 

       Find the control )(tu  which minimizes the functional 

    , ,I f x t u t t dt
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subject to an integro- differential equation   
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      , ,L x t ,u t t g t
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Where )(txr
 denotes the rth- ordinary  derivative  of )(tx   and  the coefficients 1,....,1,0,  mrr ,   may be 

functions in  t and ]1,1[ . 

 

6. Description of the solution 
We approximate the derivatives in equation (5.2b) via differentiation spectral matrix (2.5), i. e.                 
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We use integration matrix (2.7) to approximate the integral in (5.1) and (5.2b).    Furthermore, We shall use 

approximating for the control variable,  
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With j
, 0 1j  ( ) M are unknown coefficients. 

The objective (5.1) can be approximated by: 
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The constraints (5.2a) in view of Galerkin method become as follows 
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Also (5.2c) become 
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Hence the problem (5.1)- (5.3) can be approximated by: 

   Find the control )(tu  which minimizes the functional(6.3) subject to (6.5)-(6.6). 
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We can reformulate  this optimal control problem as the constrained optimization proble 

   Minimize ),( xIj    ,                                                                                                                                 (6.7-a)                        

subject to   
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j
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The problem (6.7) has (N+M+2) unknown variables.  It will be solved via the following technique. 

 

7. Hybrid penalty partial quadratic interpolation technique 

 
    The problem of solving optimal control problems by means of our Legendre approximation method reduced to a 

constrained optimization problem.    We apply the Hybrid penalty partial quadratic interpolation technique (HPPQI), 

see Salim et al. [9] for the constrained optimization problem.  

       The constrained minimization problem can be stated as: 

Minimize    
1 2
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where the functions f and , 1(1)ig i M are assumed to be twice continuously differentiable function of  T.  

The Hybrid penalty partial quadratic interpolation technique (HPPQI) to solve the constrained optimization 

problem (7.1) by means of a sequential minimization of the Penalty function 
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Let 
k

T  is an initial feasible or infeasible value, and 0k .  We solve (7.3) as  

unconstrained optimization problem by means of  HPPQI algorithm [see Salim et al. [9].  

 

8. Numerical results:  
Now, we consider two examples to show the effectiveness of our technique in case of optimal control problems 

governed by Volterra equation or integro- differential equation. 

Example 8.1:  
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Nk k k
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J q x t u t



   

       
0 0

( )
 

 
       

 
 
N N

j N j j j j jL q Q t x t t q t t x t u s ,  2

0

N

j

j

F L


  

The optimal cost J and maximum absolute error in the constraints Fobtained for this problem is presented in 

Table 1.  These results are compared to those obtained by Salim [11] and El-Kady[10].     In figure 1 we plot the state 

and control variables obtained from present method.   

Example 8.2 

Minimize       
1

0

22 dttutxI ,          

(8.3) 
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Table 1: Results of example 8.1, N=M=4 

Method J F 

Present method 0.2410745 4.63E-09 

Salim [11] 0.241549    1.66E-07 

El-Kady[10] 0.241437 4.21E-08 

 

 

 

Figures 1: State and control variables 

Subject to        
t

0

x t x s u s ds 2 Cos t ,0 t 1         ,  (8.4) 

with   10 x  and    10 x . 

 

Approximating x(t) and u(t) using (6.1) and (6.2) respectively, making use of (2.7) for approximation integrals and 

(4.3) for treating the condition(8.2), the given problem is transformed to: 

    2 2
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Nk k k
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J q x t u t



   

    The optimal cost J and maximum absolute error in the constraints Fobtainedfor this problem is presented in Table 

2.  These results are compared to those obtained by El-Kady[10].     In figure 2 we plot the state and control variables 

obtained from present method.  
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Table 2: Results of example 8.2, N=M=4 

Method J F 

Present method 0.4387209 2.23E-09 

El-Kady[10] 0.43874 4.02E -08 

   

 

 

Figures 2: State and control variables 

 

 

 

 

 

9. Conclusion 
    The basic idea of our present method is to combine Legendre integral approximation with Galerkinmethodto 

reformulate the integral and integro- differential problem to unconstrained optimization problem.  Optimal control 

problems governed by integral and integro- differential equations shall be reformulated to be constrained optimization 

problem.  Solving the resulting constrained optimization problem  is easier than solving the original problem.    

The convergence of the proposed method depends on the  Legendre approximation method (El-Hawary et al [4]) and 

the Hybrid penalty partial quadratic interpolation technique ([9] Salim). 

 The results  given previously show that the suggested technique is quite reliable.  It can be successfully 

applied to both linear and nonlinear integral and integro- differential problems and optimal control problems 

governed by integral and integro- differential equations. The method produces an accurate solution at small number 
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of nodes.   The comparison of the maximum absolute error resulting from the proposed method and those obtained by 

Salim[11], El-Kady[10], show favorable agreement and  is more accurate. 
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