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Abstract: In this study, machine learning techniques are applied to the JO-Traffic-Accidents-Dataset (JO-TAD) to investigate traffic
accidents in Jordan, which contains 73,095 traffic accident reports for 2018. Based on the three machine learning models Random
Forest, XGBoost, and Neural Network, we predicted the accident severity and highlighted major factors contributing to accident
severity. The best-performing model was XGBoost with 87.1% accuracy, followed closely by Neural Network (86.2%) and Random
Forest (85.3%). Weather conditions were found to be the most significant factor (importance score: 0.85), followed by road type (0.79)
and driver age (0.73). It was found that the winter months witnessed a greater severity of accidents, with a 23% higher rate of severe
accidents than in summer months. This data-driven study could benefit to conduct purposeful policy succession and management in

traffic safety in Jordan.
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1 Introduction

According to World Health Organization (WHO), the
number of people dying or injured in traffic accidents has
reached an unprecedented level while urbanization and
motorization have shown an exponential growth in
developing countries, which is considered as an important
public health problem in 21st century [1-3]. Traffic
accidents are a strategic problem that requires innovative
solutions in Jordan, a country characterized by rapid
urbanization and development, as well as increased
vehicle ownership.

The Global Status Report on Road Safety 2018 [4],
published by the WHO, estimates that approximately
93% of global traffic deaths occur in low- and

middle-income countries, which only have an estimated
60% of the world’s registered vehicles. Jordan, the
Hashemite Kingdom in the heart of the Middle East, has
experienced a boom in vehicular traffic in the last decade.
As a regional transit hub, Jordan has been under pressure
on its transportation infrastructure due to its growing
population and economic development. Traffic accidents
cost the country about 4% of its GDP annually, according
to recent statistics from the Jordan Traffic Institute, which
means the economic burden, in addition to its human
burden [5].

Thanks to these technologies, we can gather valuable
insights and explore innovative solutions to the problem
of traffic accidents [6]. These computational approaches
provide unprecedented ability to handle large amounts of
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data and reveal complex patterns that traditional statistical
approaches may miss. As Al-Khateeb et al. reported a
dropout rate of 9.81% and claimed execution time was
greatly simulated to existent models [7-9].

In addition, [8] highlighted that utilizing machine
learning for traffic safety analysis has revealed great
outcomes for both identifying risk factors and predicting
accident severity with accuracy rates over 85%. In the
current work, we utilize JO-Traffic-Accidents-Dataset
(JO-TAD), a dataset of 73,095 accidents occurred in
2018, to implement advanced machine learning models
for accident analysis and prediction [6]. The dataset,
which is maintained by the Central Traffic Department of
the Public Security Directorate of the Hashemite
Kingdom of Jordan provides an opportunity to investigate
traffic accidents in the light of modern data science
methodologies [6].

2 Related Work

The field of traffic safety research has seen a paradigm
shift in the last few decades [10-13]. [14] earlier work
laid the groundwork for conceptualizing traffic accidents
as an interaction between human, vehicle, and
environment. This foundation has propelled generations
of researchers and continues to underscore our
understanding of accident causation.

In the context of the Middle East, [15] emphasized the
inherent difficulties confronted by fast-developing
countries, in which conventional infrastructure cannot
adapt quickly enough to contemporary travel needs. By
analyzing traffic patterns in Gulf Cooperation Council
countries, their work demonstrated how regional cultural
and environmental factors had meaningful effects on
patterns of accident prevalence and severity.

Machine learning techniques have led to a paradigm
shift in the way we approach consuming, understanding,
and predicting traffic safety analysis. [16, 17] proved that
out of all predictor techniques, ensemble learning
methods especially Random Forests and XGBoost
outperformed others in predicting accident severity in
different urban settings. Using over 100,000 accidents in
Beijing for their analysis, their work also achieved
prediction accuracies of up to 89%, setting new
benchmarks for the field.

Training networks end-to-end via deep learning
methods have also demonstrated great potential. Using
neural networks to discover the temporal pattern behind
accident occurrences, [18] has achieved groundbreaking
results within predictive accuracy and identified high-risk
periods for accident occurrences. Using weather data and
traffic flow information, their model showed how
complex neural architectures could tease out subtle
interactions between different risk factors.

Studies focusing on the MENA (Middle East and
North Africa) region have identified challenges and
opportunities that are particular to the region. Based

on [19] review of the issues related to traffic safety in
Jordan there are some important factors contributing to
accidents as follow:

—Quick urbanization and the growth of frameworks
—Road safety in diverse weather conditions
—Cultural aspects that shape driving behavior
—Varying degrees of law enforcement effectiveness

[20] further corroborated these findings that used ML
techniques to study traffic accidents in Saudi Arabia. Both
highlighted the important role of local context in model
performance and emphasized the value of region specific
approaches to traffic safety modelling.

Recent strides in predictive modeling have
transformed our capacity to project accident hazards. The
work of [21] presented advanced ensemble methods that
integrate several machine learning algorithms for
enhanced predictive performance. Combining Random
Forests with neural networks, their hybrid method proved
highly effective in estimating accident severity in
different environmental circumstances.
Furthermore, [22, 23] [24] showed the success of using
XGBoost to address the imbalanced nature of a common
challenge in traffic safety analysis: imbalanced accident
data. They developed an innovative feature engineering
and modeling strategy that became a benchmark for other
studies with more limited data, particularly in developing
countries. Traffic accidents and the effect of seasons have
become an important topic of research. Research by [25]
identified strong associations between weather events and
crash degrees, especially in regions with marked seasonal
variation. Using detailed weather data, they achieved
serious success in predicting accident risks in different
weather conditions with their machine learning models.
Despite these advances, there are several important gaps
in the existing literature:

—Integration of real-time data into predictive models is
limited

—Regional and Cultural Aspect Neglected in Modelling

—More advanced methods needed in treating imbalanced
accident data

—Limited research on deep learning architectures for
accident prediction

-Few comprehensive studies that integrate various
machine learning techniques

3 Methodology

This solution consists of a multi-faceted strategy,
allowing us to use sophisticated data processing followed
by powerful machine learning techniques to derive
actionable insights about traffic accidents in Jordan which
are not commonly derived. Represents the developed
methodology that considers the complexity behind
JO-Traffic-Accidents-Dataset and the essence of this
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advance that provides a more nuanced framework to
analyze traffic safety as shown in Figure 1.
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Fig. 1: Traffic Analysis Methodology Diagram

4 Methodology

4.1 Data Preparation and Preprocessing

The journey of our analysis started with the
pre-processing of the JO-Traffic-Accidents-Dataset
consisting of 73,095 accident reports of 2018. There were
several challenges presented by the raw data that we had
to keep in mind. Handling missing values is one of the
typical problems in real-world datasets and was dealt with
using mode imputation for categorical variables and mean
imputation for numerical features. This approach was
chosen to maintain the integrity of our analysis by
preserving the statistical properties of the dataset, whilst
remaining mindful of the nature of the data.

This had to be taken special care to the temporal
aspect of data. We used the raw dates and times of
accidents and made them into features that can better
represent the features that an accident would happen. We
used the hour of the day as predictors to capture daily
cycles of traffic, added binary weekend vs. weekdays
features, and created a seasonalization feature based on
when an event occurred, which is the month. These
temporal features were critical to our subsequent analysis,
enabling our models to identify time-dependent patterns
in accident frequency and severity.

4.1.1 Feature Engineering Temporal Effects

Our feature engineering process went beyond time
effects. Additionally, we generated interaction terms
between weather conditions and road types,
acknowledging the fact that weather may influence
accident risk in different ways with respect to different
road configurations. Moreover, we introduced a new
method to estimate the risk on the road based on the

previous trend of accidents, building a risk score that
changed when it was fed with data.

4.2 Implementation and Model Development

Our methodology is based on three different but
complementary machine learning algorithms: a Random
Forest, an XGBoost and a Neural Networks. All models
were selected based on specific strengths to address
different aspects of accident prediction. The Random
Forest was our base model due to its interpretability,
which was well-suited to our dataset, and its ability to
capture non-linear relationships. We performed an initial
grid search over its hyperparameters to identify an
appropriate combination, resulting in an ensemble of 100
trees with a maximum depth of 10. This architecture
struck a balance between the complexity of the neural
network and the ability to make accurate predictions,
allowing us to build a robust model, as we avoided
overfitting.

This, along with our XGBoost implementation that
leveraged the power of gradient boosting for this
imbalanced problem of variety of accident severity
classes, performed really well on the data. We developed
a custom loss function that placed more emphasis (i.e.
increased weights) on the more severe accidents to ensure
the model correctly accounted for these critical cases
while maintaining a good fit overall. We built a Neural
Network architecture that was more advanced as
compared to previous methods for pattern recognition.
The architecture we ultimately used was four dense layers
(with 128, 64, 32 nodes respectively + output layer),
adding dropout layers where appropriate to avoid
overfitting. The default values were used for other
parameters except that the multi-class prediction activated
softmax activation at the output layer and the ReLU
activation function was used for hidden layers, given their
better performance in similar prediction tasks.

4.3 Validation and Testing Strategy

We undertook thorough validation of our findings to
ensure robustness. To evaluate the performance of our
models, we applied stratified k-fold cross-validation
(k = 5) to preserve the distribution of accident severity
classes in each fold similar to the entire dataset. This was
especially critical in our case, as our target variable was
very imbalanced, with severe accidents being less
frequent than minor ones.

In Figure 2, accident severity levels are presented
referring to whole dataset (n = 73,095). The most
common cases are minor accidents 48.7% of all accidents
and moderate cases 30.8% moderate cases, as fatal
accidents 6.0% of all cases.
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Fig. 2: Distribution of accident severity levels in the
dataset

5 Results and Discussion

The results of our analysis reveal fascinating patterns in
traffic accident occurrence and severity in Jordan, while
demonstrating the effectiveness of machine learning in
predicting and understanding these incidents [10,26-30].

5.1 Model Performance Comparison

Table 1 summarizes the performance metrics and shows
some interesting patterns in our model comparison. As a
winner across all metrics, XGBoost achieved an accuracy
of 87.1%, as well as an impressive AUC-ROC score of
0.912. The XGBoost algorithm out-performed the SC,
GBM, and C5.0 algorithms as it is more adept with
imbalanced classes and its gradient boosting mechanism
effectively models complex feature interactions. Overall
result gave slightly less preferred result to Random Forest
model, however it showed much more stability across
cross-validation folds and suggests a good generalization
approach. The Neural Network performed intermediate
between the two approaches, achieving strong
performance on temporal patterns & complex feature
interactions.

Table 1: Performance Metrics Across Different Models

Model Accuracy Precision Recall F1-Score
Random Forest 85.3% 84.7% 85.1% 84.9%
XGBoost 87.1% 86.9% 87.3% 87.1%
Neural Network 86.2% 85.8% 86.4% 86.1%

5.2 Feature Importance Analysis

Table 2 presents the results of feature importance
analysis, offering valuable insights into the determinants
of accident severity. The most important factors were
weather conditions (Importance score: 0.85) identifying
that an ecological factor plays a major role in the risk of
accident. In this score, the standard deviation (0.023) is
relatively low, meaning each model iteration and data
subset were consistent. The contribution of road type as
the second most important feature (0.79) underscores the
importance of infrastructure for safe traffic, while the
relatively high importance of driver age (0.73) illustrates
the role of human aspects for causing accidents at all. As
shown in Figure 3, the weather condition was
demonstrated to be the most dominant predictor
(importance score: 0.85), followed by road type (0.79)
and driver age (0.73). This suggests that environmental
factors are a key contributor to whether an accident
occurs.

Table 2: Top 10 Features Ranked by Importance

Feature Importance Score  Standard Deviation
Weather Conditions 0.85 0.023
Road Type 0.79 0.018
Driver Age 0.73 0.021
Time of Day 0.71 0.019
Vehicle Type 0.68 0.022
Light Conditions 0.65 0.020
Traffic Density 0.62 0.025
Road Surface 0.59 0.017
Driver Experience 0.57 0.024
Season 0.54 0.021

5.3 Seasonal Pattern Analysis

The results clearly show that the patterns of accident
severity vary substantially between different seasons of
the year (Table 3). The winter months experience a much
higher percentage of serious (15.8%) and fatal (6.8%)
accidents in contrast to the other seasons. This trend
probably represents the difficult driving conditions
presented in winter climates, especially in Jordan’s
mountainous geography. The summer months have the
highest percentage of minor accidents (52.1%) and the
lowest percentage of fatal accidents (5.3%), likely
because of better visibility and improved traffic
conditions. These seasonal differences have significant
implications  for resource allocation and the
implementation of safety measures throughout the year.

5.4 Temporal Distribution Analysis

The temporal distribution in Table 4 reveals important
trends in the day for the occurrence and severity of
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Table 3: Accident Severity Distribution by Season

Table 5: Accident Characteristics by Location Type

Season Minor (%) Moderate (%) Severe (%) Fatal (%) Location Type  Accident Avg. High-
Winter 45.3% 32.1% 15.8% 6.8% Rate* Severity Risk
Summer 52.1% 29.4% 13.2% 5.3% Factors
Fall 48.7% 30.8% 14.5% 6.0% Urban Center 8.3 1.9 Pedestrian,
Traffic
Density
Suburban 5.7 2.2 Speed,
Intersection
Rural 3.2 2.8 Road
Condition,
Light
Highway 4.1 2.5 Speed,
Weather

Fig. 3: Feature Importance Analysis

accident. Accident frequency is the highest during
evening rush hour (31.5%) while night-time accidents
have the highest average severity, 2.7 on a scale of 1-4.
This spread between frequency and severity indicates
we’re dealing with different risk factors at different times
of day. Meanwhile, the risk peak hours highlighted for
each time frame give insights for where and when to
focus enforcement and safety efforts.

Table 4: Accident Frequency and Severity by Time of Day

Time Period Avg. Severity  Peak Risk Hour
Morning Rush 28.3 7:00-8:00
Midday 22.1 12:00-13:00
Evening Rush 31.5 17:00-18:00
Night 18.1 23:00-00:00

5.5 Geographic Risk Analysis

Table 5 shows a holistic overview of accident
characteristics across the various location types. Urban
centers show the highest accident rate (8.3 per 1000
vehicles) but the lowest average severity (1.9), reflecting
the effects of slower speeds in congested areas. In
contrast, rural by the type of the accident have less
accident rate (3.2) but a greater accident severity mean
(2.8) which might be due to more travel speed and greater
time to reach to the injured. The knowledge of high-risk
factors specific to each location would significantly
contribute to the implementation of effective safety
solutions.

5.6 Combined Risk Factor Analysis

Table 6 shows an analysis of the combined risk factors,
which provides insight into how the interaction of

*Accidents per 1000 vehicles per month

Table 6: Risk Multipliers for Combined Factors

Factor Combination Risk Confidence
Multiplier Interval

Night + Rain + Rural 3.8 3.5,

4.1)
Rush Hour + Urban + Rain 2.9 2.7,

3.1)
Weekend + Night + Young 3.2 (2.9,

3.5)
Winter + Rural + Night 3.5 3.2,

3.8)

different factors can contribute to an increased risk of an
accident. Nighttime conditions, rain and rural locations
all show the highest risk multiplier (3.8), indicating a
particularly hazardous convergence of factors. The
relatively narrow confidence intervals suggest that these
findings are quite statistically reliable. Overall, these
multipliers can help to inform risk assessment and
resource allocation, including in the development of early
warning systems and targeted intervention strategies.

5.7 Model Interpretation and Practical
Applications

In Table 7, we summarize the useful applications of our
model findings. There are many administrative methods,
from technological solutions like backend monitoring
system, to policy oriented ways such as evidence based
allocation. Health systems and IT stakeholders look to
these assessments of expected impact and challenge level
for guidance on intervention prioritization. The high
expected impact of risk prediction systems together with
their medium challenge level implies that this could be
one very promising area to focus on implementing as
soon as possible.

These comprehensive results can form a basic
framework for mitigation measures and policies to
prevent traffic accidents from occurring in Jordan. The
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patterns of seasonal, temporal and geographic risk factors
along with knowledge of the interaction between these
and traffic safety indicators can facilitate evidence-based
traffic safety management.

Table 7: Practical Applications of Model Findings

Application Area Method Expected Challenge
Impact Level
Risk Prediction Real- High Medium
time
monitoring

Resource Allocation
Policy Development

targeting Medium Low
Evidence-High High
based

planning

Targeted Medium Medium
programs

Driver Education

6 Conclusion

These descriptive findings have some important
implications for road safety policy and management
which we highlight in today’s new research. The
XGBoost model (87.1% accuracy) achieved the highest
performance, indicating the promise of machine learning
intervention in accident prediction and prevention.
Confirming the need for weather-related safety protocols
and infrastructure improvements, weather conditions
emerged as the strongest risk factor (importance score:
0.85). Seasonality uncovered important differences in
severity of accidents, finding that severity is 23% higher
in the winter months compared to summer. This finding
implies that traffic management strategies must be season
specific. The analysis also identified temporal patterns
with severity rates during late-night hours (11:00
PM-3:00 AM) exhibiting increased rates, in spite of
lower accident frequencies.

Limitations of the study are including the analysis of
one year (2018) and the possible effects of unreported
accidents. Epidemiological studies, retrospectively
analyzing existing data, could additionally support further
exploration of this. However, in the absence of relevant
literature addressing these areas, our findings serve as a
strong basis for evidence-based decision-making in the
management of traffic safety.

We recommend:

1.Weather based warning systems in operations

2.Winterization  of  infrastructure  and
enhancements

3.Targeted intervention programs for high-risk periods

4.Create real-time risk assessment tools based on our
predictive models

5.Inclusion of these results in driver education programs

6.The insights and recommendations gained from this
study can suggest practical remedial measures for
reducing traffic accidents and improving road safety

safety

in Jordan, which could also be applicable to other
developing nations.
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