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Abstract: This study develops and applies a new iterative scheme to generate analytical solutions for linear and nonlinear fractional
differential equations. The solution methodology involves producing a fractional power series solution in the form of a rabidly
convergent series using the concepts of the limit and the residual function without the need to transform the target equations into other
spaces or calculate the derivative to determine the power series solution coefficients, which requires less computational effort than
other approaches. This method can be an alternative to the residual power series method, which can be easily and efficiently used to
deal with nonlinear fractional differential equations arising in various physical phenomena. To illustrate the procedure and validate the
effectiveness of the suggested approach, several applications are studied. This enabled us to demonstrate the potential, accuracy, and
the method’s versatility in dealing with these equations under restrictive constraints. The complete reliability and efficiency of the
proposed algorithm are readily demonstrated by numerical results combined with graphical representations.

Keywords: Fractional derivative and integral; analytic approximation of solutions; power series method.

1 Introduction

Nowadays, fractional differential equations (FDEs) are widely used as models for various biological, engineering, and
physical problems [1,2,3,4,5,6,7,8]. Since most dynamical systems involve memory or hereditary effects, the non-local
characteristics of fractional derivatives make them a more realistic model than classical local operators. Due to the lack of
exact analytical solutions for most nonlinear fractional equations, researchers have proposed and applied analytical and
numerical methods to obtain their approximate solutions. Consequently, researchers have been interested in developing
effective methods to solve linear and nonlinear problems. These methods include the variational iteration method [9, 10],
the Adomian decomposition method [11,12], the operational matrix method [13], the Laplace transform method [14],
the fractional differential transform method [15], the Homotopy analysis method [16, 17], and the Homotopy perturbation
method [18,19].

It is known that the power series (PS) method is an effective tool for solving fractional and non-fractional differential
equations, where the solution is represented as an infinite series. However, obtaining approximate solutions for nonlinear
differential equations and determining the series coefficients presents significant challenges. To address these limitations,
several modifications to the PS method have been developed, such as the residual power series (RPS) method [20,21,22,
23] and the Laplace residual power series (LRPS) method [24,25,26,27,28,29,30].

The RPS method is an innovative approach for determining the analytical Taylor series solutions of both linear and
nonlinear FDEs. By utilizing the residual error concept and calculating derivatives to determine the coefficients of series
solutions, the RPS approach provides approximate analytical solutions to the problem in truncated series form. The RPS
approach has successfully solved a wide variety of FDEs, including fractional matrix equations [20], Boussinesq—Burgers
equations [21], fractional multi-pantograph system [22], neutron diffusion equations in the spherical and hemispherical
reactors [23]. On the other hand, the LRPS method combines the RPS methodology with the Laplace transform. The
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effectiveness of the LRPS method has been demonstrated by solving numerous FDEs, such as the hyperbolic system of
Caputo-time-fractional partial differential equations with variable coefficients [24], fractional Lane-Emden equation [25],
fractional Riccati equation [26], fractional KdV-Burgers equations [27], and others [28,29,30].

In this paper, we propose a novel iterative scheme called the limit residual function (LRF) method [31,32] to create
series solutions for fractional ordinary differential equations (FODEs). This method skips the necessity for calculating
derivatives or solving algebraic equations in the presence of the Laplace transform and its inverse at every stage of the
solution process. The algorithm of the LRF method relies only on the concepts of the residual function and the limit
to determine the coefficients of the series solutions. Few calculations are needed to obtain the coefficients compared to
the RPS and LRPS methods. The theories governing the new technique are presented with detailed proof. To clarify the
mechanism of action of the proposed method and test its efficiency, it was applied to a class of FODEs.

The structure of this paper is as follows: in the next section, we present some concepts and principles of fractional
calculus as well as the fractional PS. To build and predict the fractional PS expansion solution, the fundamental principles
of the LRF method are illustrated in Section 3. The capability and simplicity of the suggested method are demonstrated in
Section 4 by solving several mathematical and physical FODEs of various kinds and orders. Finally, Section 5 provides
the conclusion.

2 Essential Preliminaries and Notations

This section introduces fractional calculus and the principles of fractional PS to develop analytical solutions for FODEs
using the LRF method.

The mathematical literature has several definitions of fractional derivatives, including those for the Riemann-Lioville
derivative, Caputo fractional derivative, and Conformable fractional derivative. This article focuses on the Caputo
derivative of order f3, which is defined for the function w () as in the next definition.

Definition 2.1. [35,6] The Caputo derivative of order 8 € (m — 1,m], meN of the function @ (7) is defined as follows:
1 T p-1 m
PPor(z) = gy Jo (T—1) o™ @) dt, m—1<B<m,t>t>1>0, W
o™ (t), p=m.

There are many properties of the operator 2P that can be found in the Refs. [5,6]. However, a few properties of 7

that are critical to our task are as follows: 2P §= 0 and 2P (1 — To)az%(f —17)* P SR, and o> 1.

Some definitions and theorems relevant to the classical PS are expanded here to include the fractional case in the
Caputo sense. Additionally, novel results about the convergence of the series Y ,a, (T— ‘L‘o)"B
Throughout this work, these definitions and results are required to construct solutions for the FODEs.

are also provided.

Definition 2.2. [20] A PS representation of the form
Z a,,(‘L'— To)nﬁ =da —|—a1(’c— "L'())ﬁ “+ap (T— To)zﬁ +..., (2)
n=0

where 0 <m—1< 3 <m, T > 19 is called a fractional PS about 7y where 7 is a variable and a,,’s are constants called the
coefficients of the series.

Theorem 2.1. [20] The fractional PS Y, ;a, (7 — ’L’o)"ﬁ ,T > Ty has two cases

1.The series converges at all points in the interval [Ty, ¢] whenever it converges at the point ¢ > 1.
2.The series diverges at all points in the interval [d, o) whenever it diverges at the point d > 0.

Theorem 2.2. [20] Exactly one of the following statements is true for the fractional PS Y, a,(7 — ’L’o)"ﬁ .

1.The series is convergent at the point 7.

2.The series is convergent at each real number.

3.The series converges when |T — 7p| < r and diverges when |7 — 7| > r for a certain positive real number, r, which is
known as the radius of convergence.
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Theorem 2.3. [33] The fractional PS ¥,y a,(7— To)nﬁ =0 forall Tin |t — 19| < r iff each coefficient a, equals zero.
To determine the coefficients of the fractional PS solution, which is considered to be a solution to the FDEs that are
discussed in this study, we prove the following significant fact.

Theorem 2.4. Suppose that @ (7) has the fractional PS expansion @ (7) =Y, ¢an(T— TO)"ﬁ and o (1) =0, for all 7 in
some interval /. Then

: wi(t) o .
TI%W_O’ Jk=12,..., T# 1, 3)
where )
J
= Zan(T_TO)nﬁ' (4)
n=0

Proof. Considering that @ (7) = 0, it follows that © (7) /(7 — To)“;l)ﬁ =0, for all values of 7 # 19, and j = 1,2,...
Thus,
lim — 20

TH%W:O’ Jk=1,2,....

Since @ (7) has a fractional PS expansion, the limit can be reformulated as

_ B
im }° % (7= %)

=0, jhk=1,2,...,
THTOn:O ("L‘— TO)(j_k)ﬁ

which is equivalent to

j _ - .
lim { ) A0 an(T=%)" TO s+ Y a—w)P U —0, jk=0,12,....
=% | = (t— 1) n=jt+1

Of course, the second infinite series is equal to zero. Hence, the first finite series is also zero, i.e.

j P .
im % :thf?k —0, jk=0,1,2,.... )
0,5 (1 TO)(F )B TS (7 TO)(F )B

Thus, the proof of the theorem is complete.
Unsurprisingly, the coefficients, a,, n < j—k, in series (5) are equal to zero, ensuring the limit equals zero. Therefore,
Equation (5) is equivalent to
U T—19)"P
lim 7(1"( 0)

=0, 5 (1 — ,L.O)(j—k)ﬁ =0, jk=1.2,.... ©)

3 Procedures of the Limit-Residual Function Method for Solving FODEs

This section illustrates the LRF method strategy for creating solutions for FODEs. This method is based on the ideas of
the residual function and the limit at zero. To demonstrate the procedures of LRF method, we study the following class of
FODEs :

.@kﬁa)(r):H(rﬁ,w, “@Ba),@mw,...,.@(’“)ﬁw) T>17,0<B <1, (7

with the initial conditions
(1) =by, 2P0(w)=>b1,..., 2% VBP0 (%) =bi_,, (8)

where B is the order of the Caputo fractional differential operator 2P, k is positive integers, and H is an analytic function.
LRF method assumes writing the function @ (7) on the following fractional PS:

=Y a, (t—1)", 0<t—1<8, )

for some constant §.
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Consequently, by truncating the series (9), we get the jth approximate solution of Problem (7)-(8) as follows:
J
0;(7) =Y an (1) (10)
n=0

Using the initial conditions (8), the (k — 1)th approximation of @ (7) is given as:

g "
w1 (1) = ;m(f—%) : (1n

Define a zeroth function known as the residual function for Equation (7) as the following:
Rf(t)=2"0(1)—H (1’3,@, @ﬁa),@zﬁa),...,g("”)ﬁw> =0, T> 1. (12)
So, the jth residual function can be given as:
J

Zf (1) =2 w;(t)—H (rﬁ,a)j, 0, 7% w;, .. .,.@“_”ﬁwj) : (13)

Since @ (7) has a fractional PS expansion and H is analytic, % f (t) and Zf ; () also have fractional PS expansions
in the following expressions:

oo

Zf(t)=Y A, (1—-1%)", 0<t-1<8, (14)
n=0
and ‘
J
Zf;(1)= Y Au(t—1)", (15)
n=0
where A,, is a combination of ag,a;,as,...,a,—_1.

The essential tool of the LRF method, which effectively identifies the unknown coefficients in Equation (10) is built
by adapting Theorem 2.4 to correspond with our structure so that it becomes as follows:

im 2 (©)

=1 (T— T())<j7k)ﬁ =0. (16)

To find the kth approximate solution of Problem (7)-(8), we need to determine the value of the coefficient a, in the
series (10). We can obtain our desired result by substituting @y () = w—1 (7) + ar (7 — ‘L’o)kﬁ into Zf, (7) and solving
the algebraic equation lim;_,z, Z f (t) =0 for ay.

To obtain the (k + 1)th approximate solution, we replace W+ (7) = Wi (T) + ag+1(T— To)(kH)ﬁ in Zf(t) and
solving the algebraic Equation (16), when j = k41, for az .

Generally, the jth approximate solution of Problem (7)-(8) is determined by substituting
(1) =01 (1) +aj(t— ’co)’ﬂ into Zf ; () and then solving the algebraic Equation (16) for a;.

In the next section, we present the proposed method by applying it to a series of well-known physical equations.

4 Tllustrative Examples of Physical Equations
In this section, we will showcase the simplicity and effectiveness of our technique by solving five interesting and
significant applications of FODE. We will assess the accuracy of the method by comparing it with the exact solutions. To
perform our computations, we will be using MATHEMATICA 11.
Example 1. Given the following fractional Riccati equation [26]:

ZPo(t)+0*(1)=1, 0<B<1, 1>0, (17)

subject to the initial condition
®(0) = 0. (18)
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The exact solution in the classical case (f = 1) can be determined analytically and given as follows:

o (1) = (T —1) (2 +1) . (19)

To derive an analytical series solution of the Problem (17)-(18) using LRF method, assume that the solution has the
following fractional series expansion:

o)=Y a, . (20)
n=0

According to the initial condition specified in Equation (18), we have ayp = 0. Therefore, the jth approximate solution of
®(7) can be expressed as:

J
w;(t)=Y a, 7. 2D
n=1

To find the other unknown coefficients of the series mentioned in Equation (20), we proceed with the second step of the
LRF method procedure by defining the residual function of Equation (17) as follows:

Af (1) =P (1) + 0 (1) -1, (22)
and the jth residual function is expressed as follows:
Zf;(1)=PP0;(1)+w? (7) - 1. (23)
By substituting the first approximation @; (7) = a; 7P into the first residual function, Zf, (t), we obtain
Zfy(t)=ar T (B+1)+al P —1. 24)

Solving the equation lim; 0 Zf, () = 0 for a;, we get

1
a = ——-. 25
NSy (25)
To set the second coefficient ay, substitute the second approximation @, () = #’11) +ap 7% into Zf, (7) to have
rep+1) B ’
T T
Zfy(t)=a + +at?P ) . 26
Following simple calculations, we find that lim;_, %;7%(7) =0 yields
a;=0. 27
In the same manner, to determine the values of the coefficient a3 (x) , we substitute @z (7) = #’il) +a37B into Zf5 (1),
and then we solve the following equation:
. Rf3(7) (38+1) 1
1 = =0. 28
2P B TR+ 2B 8)
Then we have o .
a3 =— (25 +2 ) . (29)
rap+nr>(B+1)
For j=4,5,..., 11, the coefficients of the 11th approximation can be obtained iteratively by solving the algebraic
equations lim;_,q % =0, j=4,5,..., 11. The needed coefficients are summarized in Table 1.

© 2025 NSP
Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp

496 %N S\

A. Burqgan, A. El-Ajou : Limit-Residual Function Method for FDEs

Table 1. The coefficients of the 11th approximate solution of ®(7) for the Problem (17)-(18).

aj

,2,4,6,8,10

0

T
I'(B+1)

— I (2B+1)
T+ (B+1)

2T (1+2B)I (1+4B)
T(14+8)°r (1438)C (1+58)

— T(+2B)L(1+6B) AL (1-3B) L (1+4B)+ T (1+2B) (175B))
L(1+8)* r(1+38)* r (1+58)C (1+78)

o N | W = O~

2T (1+2B)°T" (148B) (L' (1+5B)" (1+6B8)+2I (1+4B) (1+7B))
L(14+8)° T (1+3B)* T (1458) (1+7B)I (1+98)
8 (1+42B) (1+4B)'(1+6B)T(1+8P)
C(14+B)°T(143B)C(1+58)C (1+7B)C(1+98)

J’_

11

_ SF(1+2B)2F(1+4ﬁ)r(1+10ﬁ)(r(l+7ﬁ)1“(l+8B)+F(l+6ﬁ)F(l+9B))
T (1+B)°T (1+3B)* T (14+58) T (1+7B) (1+9B) (1+118)
2 (142B8) T (1+108) (I (1428) T (1+58)° T (1468)+2 (143B)" (1+4B)° T (1+7B))
T(1+B)°T (1+3B)° L (1+58)2 T (1+7B) (1+118)
4F(1+2ﬁ)r(1+6ﬁ)1‘(1+8ﬁ)1‘(1+10ﬁ)(4r(1+3ﬁ)1‘(1+4[$)+r(1+2ﬁ)1‘(1+5ﬁ)))

+

+ T(1+B)°T (1+3B) T (1+5P) T (1+7B) (1+9B)(1+11PB)

So, the 11th approximate solution, @;; (7) = 2,51:0 onr1 7(21+1B of the Problem (17)-(18), at B =1, is given by

o1 (1) = 7 ‘Lj N E B 1777 N 627° B 1382711
A =273 05 7315 2835 155925

which is the first twelve terms of expanding the exact solution given in (19).

(1), Wi1(7)
o o o
(\&) (@) (0%e]

<
o

e
~

w(T;, f=1.0)
wyi(t; B=1.0)

0.0 0.5 1.0 1.5

Figure 1. The curves of the exact and the 11th approximate
solutions of Problem (17)-(18) at § = 1.
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Figure 1 shows the graph of the exact and the 11th approximate solutions of Problem (17)-(18) at § = 1. It illustrates the
interval of convergence of the series solution (20) by comparing the 11th approximate solution with the exact solution.
Figure 2 shows the 11th approximate solutions of Problem (17)-(18) at various values of 3. We can observe in Figure 2 the
impact of the derivative order on the behavior of the solution, where the solution curve rises as the order of the fractional

derivative decreases, and the convergence interval of the solution shrinks as the order of the derivative increases.

Figure 2. The curves of the 11th approximate
solution of Problem (17)-(18) at different values of 3.

Example 2. Given the following fractional composite oscillation equation [34]:
7% 0(t)-bPPw(1)—co(1)=8, 0<B<1, >0,
subject to the initial conditions

©(0)=0, 2P0 (0)=0.

The exact solution, when 8 = 1 and b = ¢ = —1, can be given explicitly as follows:
T 3 1 3
0(t)=8—8¢ 2 (cos\zf ‘H—% sing ‘c) .

LRF method suggests the solution of the Problem (31)-(32) to be on the following fractional series expansion:

o(t)= ian F,
n=0

Employing the initial conditions in Equation (32), the jth approximate solution will be as:

J
w;(t)=Y a, 7.
n=2

€29

(32)

(33)

(34)

(35)

To determine the jth approximate solution of the Problem (31)-(32), we define the residual and jth residual functions,

respectively, as follows:
Zf (1) =20 (1)-bPP o (1) —co (1) -8, T>0,

(36)
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Zf (1) = 2P w; (1) —bZP w; () — co; (t) -8, ©>0. 37)

After substituting the jth approximation (35) into (37), we obtain the jth residual function formula as follows:

: nﬁ +1) L (np+1) 3
Zfi( —— T 2B _p =B _ Y g, 7P 8. (38)
/ Z’ —2)B+1) Z (n—1)B+1) n;z"
By the formulation in the preceding section, The jth approximation can be achieved by obtaining the coefficients ay,
as, ..., aj via solving the following algebraic equations iteratively:
. %fj(7)
U 2B (39)

For j = 2, the second residual function will be Zf, (1) =a; I’ 2B+ 1) —b a (2 [‘5111)) P — cayt®P — 8. Solving the
equation lim; 0 Zf,(t)=a, ' 2B+1) -8 =0, we get ap = % Thus, the second approximation will be
— 8 2
@2 (1) = -
The coefficients of the 10th approximation, which can be obtained iteratively by solving the algebraic equations (39),
are summarized in Table 2.

Table 2. The coefficients of the 10th approximate solution of ®(7) for the Problem (31)-(32).

; . 7z
] lim;_,q 1_({7() =0 aj
3
3 —8b+T(13B)as _
I (1+p) - F(1+3B)
4 —8(b*+c)+I (1+4B)as _ 0 8(b*+c)
T(1+2B)] — T (1+4B)
5 —8(b3+2bc)+IL (1+5B)as 0 8b(h>+2¢)
T (1+3B) — T'(1+5B)
6 —8(b*+3b%c+c*)+T (1+6B)as 0 8(b*+3b%c+c%)
I (1+4B) — I(1+6B)
7 —8(b° +4b3c+3bcH)+ L (1+7B)a; _ 0 8b(h%+c)(h*+3¢)
T (1+58) — T'(1+7B)
3 —8(b°+5b7c+6b>c*+3)+L (1+8B)as 0 8(b°+5b%c+6b7*+c?)
r(1+6B) — I'(14+8B)
9 —8(b7+6b°c+100°>+4bc3)+T (149B)as __ 0 8b(b*+2¢) (b*+4b%c+2c7)
(1+7B) — I'(1+9B)
10 —8(BS 78 c+15b" P 1067+ )+ T (1+10B)arg 0 8(b%+¢) (B°+6bc+9b% A +c%)
T(1+8B) — I'(1+10B)

According to our assumption in Equation (34), the solution of the Problem (31)-(32) has the following expansion:

2 2 4 2 2
a)(r): 8 TZB+ 8b T?’ﬁ—f— S(b +C) T4B+8b(b +2C)T5B+8(b +3b C+C> 6[3
r'(1+2p8) '(1+3pB) I'(1+48) ' (14+58) r(1+6p)
8b(b* + ¢)(b* +3c¢) B4 8(b® + 5b*c +6b*c* + ¢3) 5P 8b(b? +2¢)(b* +4b%c +2¢?) 98
r'(1+78) '(1+8pB) ' (149pB)
2 6 4 22,3
8(b*+¢)(b° +6b*c+9b*c*+¢ )‘cloﬁJr... 40)
' (1+10B)
For B =1 and b = ¢ = —1, the expansion (40) becomes as follows:
473 ¢ 0 8 70
7 R . 41
(1) =47~ =+ 15— 55+ 5040 ~ 35360 T @

which is the expansion of the solution indicated in (33).
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In Figure 3, we can see the graph of the 10th approximate and exact solution of Problem (31) - (32) at 8 = 1. It shows
that the convergence interval of the series solution (34) is wider than the convergence interval of the solution of the series
in Example 1. This can be attributed to the fact that the differential equation in Example 2 is linear while in Example 1 is
nonlinear. In Figure 4, as in Figure 2, we can see that the convergence interval of the solution decreases as the order of the
derivative increases. In addition, the order of the solution curves changes after some point in the interval, with the higher
curve having a lower value of 8, and after that point, the order reverses.

/-\8; i

ol

2 L

3 6 1

E 47 w(t; B=1.0) 7

S wy(r; B=1.0) \\‘

Ol \

3 2 1
O; | | _
0 1 2 3 4 5

T

Figure 3. The curves of the exact and the 10th approximate
solutions of Problem (31)-(32) at § = 1.

w10(T)

Figure 4. The curves of the 10th approximate
solution of Problem (31)-(32) at different values of 3.
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Example 3. Given the following fractional Airy differential equations [35]:
72Pw(t) -k P w(t) =0, keR, 0<B<1, 7>0, (42)
subject to the initial conditions

©(0)=a, 2P0 (0)=0b. (43)

Assume the solution of the Problem (42)-(43) has a fractional series expansion as:
=Y a B, (44)
n=0

So, based on the initial conditions in Equation (43), the jth approximate solution is

b
0j (7) =a+ m7 ™ : 45
/( ) a (1 + B) Z an T ( )
The residual and jth residual functions of Equation (42) are respectively given as follows:
Zf(1)=2P0(t) - P o(t), 1>0, (46)
Zf;(t)=2%0;(1) -k PPo;(r), >0 (47)

Substituting the jth approximation (45) into the jth residual function (47) gives the series form of the jth residual
function as follows:

Jj 2 Jj
Z ﬂ R PR L S J) S ) 48)
- n 2)ﬁ+ ) F(1+ﬁ) n=2
Solving the next algebraic equation for a;, j = 2,3,... provides the value of the coefficients of the series solution (44):
. Zf; (7) .
%15(1) G2 =0, j=2,3,.... (49)

The coefficients of the 10th approximation are summarized in Table 3.

Table 3. The coefficients of the 10th approximate solution of ®(7) for the Problem (42)-(43).

, . I
J limz_0 T{ ()li) =0 aj
2 T(1+2B)a; =0 0
2, T'(1+3B)as __ ak’T (1+B)
3 —K A g 0 T(1+3p)
4 _bk? N T(1+B)as _ 0 bi*L (1+2P)
FEH%) r(1+2p) — I'(1+8)I (1+4B)
I'(1+5
5 T35~ 0
6 _ak’T (1+B) +F(1+6ﬁ)a5 -0 al*T (1+B)T (1+4B)
I'(1+3B) I'(1+4B8) — I'(1+3B)I°(1+68)
7 __ak"T"(1+2P) T T'(1+7B)a; _ 0 bk*T (1+2B)T (1+58)
I'(1+B)L (1+4P) r'(1+58) — T'(1+B) (1+4B)I (1+7B)
3 T(T+8Jas _ 0
' (1+6B)
9 _ ak’r (1+B)r (1+4/3)Jr T (1+9B)ay -0 ak’T (1+B)LC (1+4B) T (1+7B)
T(1-+3B) (1+6B) T(1+7B) T (1+3B)L (1+6B)L(1+9B)
10 b (1+2B)r (1+5pB) + T (1+10B)aio -0 bk°T (1+2B)L (1+5B8) (1+8B)
C+B)C(1+4B)(1478) ra+spg) — T(1+p) L (1-+H4B) (1+7B)I (1+108)

So, the fractional series expansion (44) becomes as:

w(r):a<1+

KT (14B) ;4

KT (1+B)C (1+4B) 4

K (14+B)C (14+4B)T (1+7B) 4

T(138) " TTO+3B)I(1+6p) "

T (1+3B)T (1+6B)T (1+9B)

© 2025 NSP

Natural Sciences Publishing Cor.



Progr. Fract. Differ. Appl. 11, No. 03, 491-505 (2025) / www.naturalspublishing.com/Journals.asp %N =S¥y 501

b(r(l By RLO+2B)  ug BT (1+2B)[(1+5B) )T7ﬁ+_,,), (50)

1+B) " "TU+B) I (1+4p)" " TU+B) L (1+4p) (1+7PB

Following the pattern in Equation (50), the solution to Problem (42)-(43) can be expressed as follows:

=t T (14 (3i—2 b Y24 plithaCid
o(t)=a <1+ Zkznnw ,L.Snﬁ> +m <1ﬁ—|— Zkznl‘IlM 1(3n+1)ﬁ> , (5D

n=l =l n=1 =1

For B = 1, the expansion (51) becomes as follows:

= (@) (Bn=2)! 2 @U5)Gr= 1),
“’(T)“<”n§k2 (3)1(6)!-.. (3n)! Tg)“’(TMn;lg (4)!(7)!...(3n+1)!T(Hw})' 62

. . . /341 _ (V3-1k3 . . .
By using Mathematica Software and choosing a = B3 and b= SUT(1/3) makes Equation (52) in the following

closed form:
o (1) = Ai(k*31) +Bi(k*/31), (53)
where Ai(e) and Bi(e) are Airy functions.

To analyze the 10th approximate solution, we discuss two types of errors, the actual and relative errors, which are
defined as follows:

Act. err.(7)=|0 (1) — 0;(1)|,
Rel. err.(7)= ‘W

In Table 4, comparisons are shown between the 10th approximate and the exact solutions of Problem (42)-(43) at
g WBEDRE (Ao
B=1la=" gm0 =S
results, the approximate solution is mathematically acceptable.

and k = 1. The table also presents the actual and relative errors. According to the

Table 4. The actual and relative errors of the 10th approximate solution of Problem (42) and (43) when = 1.

T (1) 19 (7) Act. err.(T) Rel. err.(7)

0.0 0.969955 0.969955 1.11022 x 1010 | 1.14461 x 10~ 1°
0.2 1.009167 1.009167 244249 x 10~ | 2.42030 x 10~ 1
0.4 1.056515 1.056515 9.69447 x 10~12 | 9.17589 x 10~ 12
0.6 1.120863 1.120863 1.27048 x 107 1.13348 x 1079
0.8 1.212268 1.212268 4.05333 x 10~8 3.34359 x 1078
1.0 1.342716 1.342715 5.96583 x 10~/ 4.44310 x 1077

Notably, the closed form of the fraction PS (63) has not been found. Consequently, the residual error is computed in
place of the actual and relative errors of the approximate solution when f3 # 1. The residual error of the jth approximation
is the absolute value of the jth residual function, which is denoted as:

Res. err.(T) = ’%fj (’C)’ .

Table 5 displays the residual error at = 0.7, 0.8, 0.9, and 1. The findings reveal that the error escalates with decreased
values of 8 and increased values of 7.
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Table 5. The residual error of the 10th approximate solution of Problem (42) and (43) when f =0.7, 0.8, 0.9, 1.

T B =07 B=08 B =09 B=1

0.0 0 0 0 0

0.2 6.07132 x 1073 | 3.27389 x 10~° 1.64435x 10710 | 7.74925 x 10~ 12
0.4 7.91505 x 10°° | 8.51491 x 10~/ 8.53204 x 1078 8.02297 x 10~
0.6 1.37333x 1074 | 2.21314x 107 3.3212%x10°° 4.67696 x 107
0.8 1.04302x 1073 | 2.23943 x 107 447631 x107° 8.39492 x 10~°
1.0 5.03618 x 103 | 1.35112%x 1073 3.37364 x 10~4 7.90192 x 107

Example 4. Given the following fractional Lane-Emden differential equation [20]:

2
@zﬁw(r)+r—ﬁ@ﬁw(r)+w3(r) =P 43080 1 377P 1% L 12¢P 16, 0<B<1, T>0, (54)

subject to the initial condition
©(0)=0, 2P0 (0)=0. (55)

As the previous examples and using the initial conditions (55), the jth approximate solution of the Problem (54)-(55) is:

J
w;(1)=Y a, v, (56)
n=2
and the jth residual function is
2
Zf (1) = 92‘3(1)/ (1)+ ?ﬁ@ﬁw/ (1)+ a)f (1) — (7P +37%F +-3¢7B 1 %8 L 127 +6), 7>0. (57)

Solving the following algebraic equations iteratively for a; supports the value of the coefficients of the approximate
solution (56):
e (7)

lim—2 =0, j=273,....

oM 228 (58)

The coefficients of the 10th approximate solution of the given Lane-Emden equation are summarized in Table 6.

Table 6. The coefficients of the 10th approximate solution of ®(7) for the Problem (54)-(55).

J aj
2 6 C(B+1)
TB+1)(I(B+1)+2)
3 2L 2B+ DL (B+1)
QRrB+D+L 2B+ (3B+])
4,5,6,7 | 0
3 6B+ (7B+1) (1 _ < 6 (B+1 >3>
2r6p+1)+I (7p+1))r' (88+1) 2+r(B+1))r(2p+1)
9 3r(7B+1)(8B8+1) 1— 432 (B+1)°
Qr(7p+1)+I'(88+1))I(9B+1) 2+ (B+1))* (2T (B+1)T(2B+1)+ (2B+1)*) T (3p+1)
10 3r(88+1)I(9B+1) (l B 864 (B+1)"I" (2B+1) )
(2r (8B+1)+I"(9B+1))I (10B+1) 2+ (B+1) 2L (B+1)+I (2B+1))° T (38+1)°

Therefore, the 10th approximate solution of the Lane-Emden Problem (54)-(55) is

6T (B+1) 2B
(C(B+1)+2)C(2B+1)

12 2B+ 1) (B+1) 3B
Qr(B+1)+TC 2B+ 1)L (3B+1)C(3B+1)

o(1)=

rep+1)r(7g+1) B 6 (B+1) ’ 786
T@rep+ )+ (7B 1)) ((2+F(B+1))F(2ﬁ+1)> r@p+1)
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3 (7B+1)C (88 +1) B 432r (B+1)° 98
CrOB+DFLEB+D) " @+rg+1) (20 (B+DI B+ 1)+T(2p+17)r(3p+1) ) TOP+)
3C(8B+1)I (9B +1) - 864 (B+1)°I" (2B +1) i (59)
Qrg+1)+I(9B+1)) Q2+ (B+1)2C(B+1)+T (2B +1)’ T (3B+1)* ) T'(10B+1)
For 8 = 1, the approximate solution (59) becomes as follows:
o(1)=1"+1°, (60)
which is the exact solution of the Problem (54)-(55) at B = 1.
Example 5. Given the following fractional Bessel’s equation [29].
(1 —r2ﬁ) 70 (1) - 2P 2Pw (1) +20(1) =0, 0<B <1, >0, 61)
subject to the initial conditions
00)=1, 2P0 0)=-1. (62)

Applying the LRM approach to Problem (61)-(62), we find that the jth approximate solution of @ (7) is

TP J
) — npB
w;(t)=1 RCE) +n;2anr , (63)

the jth residual function is
Afj(t) = (1 — rzﬁ) 2*Pw; (1) - 2% 2P w;(1)+20; (1), ©>0, (64)

and the recurrence relation that generates the coefficients of the series (63) is

tim 27 (©)

T;}OWZO,]:273’..“ (65)

Table 7 displays the first few coefficients of the series (63).

Table 7. The first few coefficients of the series solution of ®(7) for the Problem (61)-(62).

aj
=2
C(2B+1)
2(I-IL(B+1))

T3+
4r(B+1) 22+ (B+D)I' (2B+1)

T'(B+1)L(4B+1)
2(1+C(B+D) I (B+D)I2+1)—RI(B+D+I 2B+1)I'BB+1))
LB+ 2B+ (56+1)
2(22L (B+D)+R+LC B+ (2B+1)) 2T 2B+ DI BB+1)—(2IL 2B+ 1)+ BB+1))[(4B+1))
C(B+HC B+ BB+ (66+1)

AN N B W N~

So, the first few terms of the series solution of the fractional Bessel’s Equation (61) subject to the conditions (62) is

B 2z 2P b 2+ (B+ )T (2B+1) -4 (B+1) 45
w(r)—l—r(ﬁ+l)—2F<2ﬁ+1)—2(F(ﬁ+1)—1)r(3ﬁ+1)_ r(B+1)(4B+1) v

L 2A=14+T(B+ D)L (B+ 1)L 2B+1)~ 2L (B+1)+T 2B+ 1)L (3p+1) P
TB+)IL(2B+1) rB+1)

8 (2B +1) A (4p+1) 4r(4p+1) 8r(4p+1)

r(B+1) r(B+1) T (B+1) L @B+1)

+<—8+4F(2ﬁ+1)+ —2r (4B +1)—
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_4F(2[$+1)F(4[3+1)_8F(2[3+1)F(4[5+1)) %P N (66)
r(3p+1) rp+1)rQ@p+1) Jrep+1)
At B = 1, the series solution (66) has the following form:
B0
w(r):1—1—1<r+3+5+...>7 (67)

which is the expansion of the exact solution @ (7) = 1 — 7 — 7 arctan(7 ).

5 Conclusion

In this article, we introduced a novel analytical iterative technique, the LRF method, for dealing with linear and
nonlinear differential equations of fractional order in the Caputo sense. The current approach makes it easy to discover
the exact solution pattern with less complexity and computational costs. The main advantage of this method is the
simplicity in computing the coefficients of the series solution by evaluating the limit for a form that includes the residual
function for the given equation and not as the other well-known analytic techniques that need differential and integral
operators which is difficult in the fractional case. In future work, we aim to adapt our new method to deal with linear and
nonlinear integral equations.

Acknowledgments: The authors express their gratitude to the dear referees, who wish to remain anonymous, and the
editor for their helpful suggestions, which improved the final version of this paper.

References

[1] R. L. Magin, C. Ingo, L. Colon-Perez, W. Triplett and T. H. Mareci, "Characterization of anomalous diffusion in porous biological
tissues using fractional order derivatives and entropy,” Microporous and Mesoporous Materials, 178, 39-43, 2013.
[2] S. Cifani and E. R. Jakobsen, “Entropy solution theory for fractional degenerate convectiond€“diffusion equations,” Annales de
I’IHP Analyse non linA®uaire, 28(3), 413-441, 2011.
[3] S. Zhang and H. Q. Zhang, "Fractional sub-equation method and its applications to nonlinear fractional PDEs,” Physics Letters A,
375(7), 1069-1073, 2011.
[4] F. Mainardi, M. Raberto, R. Gorenflo and E. Scalas, “Fractional calculus and continuous-time finance II: the waiting-time
distribution,” Physica A: Statistical Mechanics and its Applications, 287(3-4), 468-481, 2000.
[5] M. Caputo, “Linear models of dissipation whose Q is almost frequency independentd€”11,” Geophysical Journal International,
13(5), 529-539, 1967.
[6] E. Mainardi, “Fractional Calculus: Some Basic Problems in Continuum and Statistical Mechanics,” in Fractals and Fractional
Calculus in Continuum Mechanics, A. Carpinteri and F. Mainardi, Eds., Springer-Verlag, Wien and New York, pp. 291-348, 1997.
[7] D. Baleanu, K. Diethelm, E. Scalas and J. Trujillo, Fractional Calculus: Models and Numerical Methods, Series on Complexity,
Nonlinearity and Chaos, vol. 3, World Scientific Publishing Co., Pte. Ltd., Hackensack, NJ, 2012.
[8] H. Srivastava and K. Saad, "Some new models of the time-fractional gas dynamics equation,” Adv. Math. Models Appl., 3, 5-17,
2018.
[9]1J. He and X. Wu, "Variational iteration method: New development and applications,” Computers and Mathematics with
Applications, 54(7-8), 881-894, 2007.
[10] S. Das, ”Analytical solution of a fractional diffusion equation by variational iteration method,” Computers Math. Appl., 57(3),
483-487, 20009.
[11] S. Momani, "Non-perturbative analytical solutions of the space- and time-fractional Burgers equations,” Chaos, Solitons Fractals,
28(4), 930-937, 2006.
[12] W. Li and Y. Pang, ”Application of Adomian decomposition method to nonlinear systems,” Adv Differ Equ, 2020, no. 67, 2020.
DOI: https://doi.org/10.1186/s13662-020-2529-y.
[13] A. Saadatmandi and M. Dehghan, ”A new operational matrix for solving fractional-order differential equations,” Computers Math.
Appl., 59(3), 1326-1336, 2010.
[14] A. Burgan, M. Shqair, A. El-Ajou, S. Ismaeel and Z. Al-Zhour, ”Analytical solutions to the coupled fractional neutron diffusion
equations with delayed neutrons system using Laplace transform method,” AIMS Mathematics, 8(8), 19297-19312, 2023.
[15] A. Arikoglu and I. Ozkol, ’Solution of fractional differential equations by using differential transform method,” Chaos Solitons
Fractals, 34(5), 1473-1481, 2007.

© 2025 NSP
Natural Sciences Publishing Cor.


https://doi.org/10.1186/s13662-020-2529-y

Progr. Fract. Differ. Appl. 11, No. 03, 491-505 (2025) / www.naturalspublishing.com/Journals.asp %N ==y 505

[16] S. Liao, "Homotopy analysis method: A new analytical technique for nonlinear problems,” Communications in Nonlinear Science
and Numerical Simulation, 2(2), 95-100, 1997.

[17] A. El-Ajou and O. Abu Arqub, ”Solving fractional two-point boundary value problems using continuous analytic method,” Ain
Shams Eng. J., 4(3), 539-547, 2013.

[18]J. He, "Homotopy perturbation method: a new nonlinear analytical technique,” Applied Mathematics and Computation, 135(1),
73-79, 2003.

[19] J. He, M. Jiao, K. A. Gepreel and Y. Khan, "Homotopy analysis method: A new analytical technique for nonlinear problems,”
Mathematics and Computers in Simulation, 204, 243-258, 2023.

[20] A. El-Ajou, “Taylor’s expansion for fractional matrix functions: theory and applications,” Mathematics, 21(7), 1-17, 2020.

[21] B. A. Mahmood, M. A. Yousif and L. Liu, ”A residual power series technique for solving Boussinesqa€‘““Burgers equations,”
Cogent Mathematics, 4(1), 2017. DOI: https://doi.org/10.1080/23311835.2017.1279398.

[22] A. Qazza, R. Saadeh, O. Alayed a n d A. El-Ajou, “Effective transform-expansions algorithm for solving non-linear fractional
multi-pantograph system,” AIMS Mathematics, 8(9), 19950-19970, 2023.

[23] A. El-Ajou, M. Shqair, 1. Ghabar, A. Burgan and R. Saadeh, A solution for the neutron diffusion equation in the spherical and
hemispherical reactors using the residual power series,” Frontiers in Physics, 11, 1229142, 2023.

[24] A. El-Ajou and Z. Al-Zhour, A vector series solution for a class of hyperbolic system of Caputo-time-fractional partial differential
equations with variable coefficients,” Frontiers in Physics, 9,276, 2021.

[25] R. Saadeh, A. Burqan and A. El-Ajou, “Reliable solutions to fractional Lane-Emden equations via Laplace transform and residual
error function,” Alexandria Engineering Journal, 61(12), 10551-10562, 2022.

[26] A. Burqgan, A. Sarhan and R. Saadeh, ”Constructing analytical solutions of the fractional Riccati differential equations using
Laplace residual power series method,” Fractal and Fractional, 7(1), 14, 2022.

[27] A. Burgan, M. Khandagqji, Z. Al-Zhour and A. El-Ajou, T. Alrahamneh, ”Analytical approximate solutions of Caputo fractional
KdV-Burgers equations using Laplace residual power series technique,” Journal of Applied Mathematics, 1, 7835548, 2024.

[28] M. Alaroud, ”Application of Laplace residual power series method for approximate solutions of fractional IVPA€™Ss,” Progress
in Fractional Differentiation and Applications, 8(2), 101-116, 2022.

[29] H. Khresat, A. El-Ajou, S. Al-Omari, S. E. Alhazmi and M. N. Oqielat, ”Exact and approximate solutions for linear and nonlinear
partial differential equations via Laplace residual power series method,” Axioms, 12(7), 694, 2023.

[30] A. El-Ajou, H. Al-ghananeem, R. Saadeh, A. Qazza and M. N. Ogielat, ”A modern analytic method to solve singular and non-
singular linear and non-linear differential equations,” Frontiers in Physics, 11, 1167797, 2023.

[31] A. El-Ajou and A. Burqan, “Limit residual function method and applications to PDE models,” The European Physical Journal
Plus, 139(11), 973, 2024.

[32] A. El-Ajou and A. Burgan, ”A New Algorithm For Generating Power Series Solutions For A Broad Class Of Fractional PDEs:
Applications To Interesting Problems,” Fractals, 32(06), 2450120, 2024.

[33] R. K. Nagle, E. B. Saff and A. D. Snider, Fundamentals of Differential Equations and Boundary Value Problems, Boston, Mass.:
Pearson Custom Publishing, 2012.

[34] A. El-Ajou, A. Alawne, Modified Homotopy Analysis Method: Application to Linear and Nonlinear Ordinary Differential
Equations of Fractional Order, Amman, Jordan: University of Jordan, 2008.

[35] M. Altalla, B. Shanmukha, A. El-Ajou and M. Alkord, "Taylor’s series in terms of the modified conformable fractional derivative
with applications,” Nonlinear Functional Analysis and Applications, 2024, 435-450, 2024.

© 2025 NSP
Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp
https://doi.org/10.1080/23311835.2017.1279398

	 Introduction
	 Essential Preliminaries and Notations
	 Procedures of the Limit-Residual Function Method for Solving FODEs
	Illustrative Examples of Physical Equations
	 Conclusion

