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Abstract: We aim to prove a unique solvability of an initial-boundary value problem (IBVP) for a time-fractional wave equation in a
rectangular domain. We exploit the spectral expansion method as the main tool and used the solution to Cauchy problems for fractional-
order differential equations. Moreover, we apply certain properties of the Mittag-Leffler-type functions of single and two variables to
prove the uniform convergence of the solution to the considered problem, represented in the form of infinite series.
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1 Introduction

It is well known that partial differential equations (PDEs) are fundamental in mathematical modeling as they describe how
physical, biological, and engineering systems evolve over time and space (see [1] for its general theory and [2], [3], [4]
for applications). We will direct our attention to hyperbolic type equations [5], which are linked to many topics such as
waves, compressible fluid flow, supersonic flows, etc. [6].

In [7], author considered a fractional wave equation that contains fractional derivatives of the same order α (1 ≤
α ≤ 2), both in space and in time. Different velocities of damped waves were shown to be described by the fundamental
solution of the fractional wave equation, and they (velocities) will be constant depending on the order of the equation
α . Another application of fractional wave equations is related to the well-known telegraph process [8]. We note recent
publications [9]-[11], in which fractional telegraph equations were targeted at different view points. Detailed information
on fractional wave equations can be found in [12].

Acoustic problems and gas flow in tubes can be described via boundary-value problems for hyperbolic wave equations.
If a damping force is acting or some barriers are involved in acoustics for some time and then disappear, the mathematical
model of such a process should be described via mixed-wave equations. During the damped phase, the wave loses energy
due to damping, resulting in a decrease in amplitude, and after the damping is removed, the wave propagates freely without
further energy loss, maintaining its amplitude. This motivated us to formulate a well-posed problem for such a situation
and investigate its unique solvability. Hence, this paper considers an initial boundary problem for a mixed fractional wave
equation. We note that the combination of two wave equations was considered in recent work [13]. Namely, one time-
fractional telegraph equation and one classical telegraph equation were considered in the pentagonal domain, imposing
non-local conditions.

The remainder of the paper is organized as follows. First, we present some preliminaries on fractional derivatives,
Mittag-Leffler type functions, and their properties and solutions to some related Cauchy problems. Then, we present our
main work on problem formulation and formal solution.
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2 Preliminaries

This section presents definitions of fractional derivatives, Mittag-Leffler type functions, and their properties. We also
present solutions to two Cauchy problems that will be used during this study.

2.1 Riemann-Liouville and Caputo Fractional Operators

Definition 1.[14] For α /∈ N∪{0}, the Riemann-Liouville fractional integral Iα
ax f of order α ∈ C is defined by

Iα
ax f (x) =

1
Γ (α)

x∫
a

f (t)dt
(x− t)1−α

, x > a, ℜ(α)> 0 (1)

and the Riemann-Liouville and the Caputo fractional derivatives of order α are defined by:

RLDα
axy(x) =

dn

dxn In−α
ax y(x) =

1
Γ (n−α)

dn

dxn

x∫
a

y(t)dt
(x− t)α−n+1 , x > a, n = [ℜ(α)]+1, (2)

CDα
axy(x) =

1
Γ (n−α)

x∫
a

y(n) (t) dt

(x− t)α−n+1 , x > a, n = [ℜ(α)]+1, (3)

respectively.

2.2 Mittag-Leffler type functions

The two-parameter Mittag-Leffler function is defined by a series expansion as follows:

Definition 2.[15] For ℜ(α)> 0,β ∈ C, the two-parameter Mittag-Leffler function is defined as

Eα,β (z) =
∞

∑
k=0

zk

Γ (αk+β )
(4)

and has the following properties:

(i) Eα,β (z) =
1

Γ (β ) + zEα,α+β (z);

(ii)
(

d
dz

)m [
zβ−1Eα,β (zα)

]
= zβ−m−1Eα,β−m (zα) m ∈ N;

(iii) RLDα
0t

(
tγ−1Eβ ,γ

(
atβ

))
= tγ−α−1Eβ ,γ−α

(
atβ

)
, ℜ(α)> 0,ℜ(β )> 0,ℜ(γ)> 0,a ∈ R ;

(iv) Iα
at
(
tγ−1Eβ ,γ

(
atβ

))
= tα+γ−1Eβ ,α+γ

(
atβ

)
, ℜ(α)> 0,ℜ(β )> 0,ℜ(γ)> 0,a ∈ R ;

Lemma 1. [16] If 0 < α < 2,β ∈ R,
πα

2
< µ < min{π,πα}, then

|Eα,β (z)| ≤
c

1+ |z|
, µ ≤ |arg(z)| ≤ π, |z| ≥ 0.

Now, we present the multi-variable Mittag-Leffler function in a particular case as follows:

Definition 3.[17] For ρ > 0 and α, β ∈ R+, |x|< ∞, |y|< ∞

E(α,β ),ρ(x,y) =
∞

∑
n=0

n

∑
k=0

n!
k!(n− k)!

xkyn−k

Γ (ρ +αn+βk)
(5)

presents the bi-variate case of multi-variable Mittag-Leffler function.

© 2025 NSP
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We note the following properties of this function:

(I)
m1tα−β E(α−β ,α),α−β+ρ

(
m1tα−β ,m2tα

)
+m2tα E(α−β ,α),α+ρ

(
m1tα−β ,m2tα

)
=

E(α−β ,α),ρ

(
m1tα−β ,m2tα

)
− 1

Γ (ρ)
;

(II)
d
dt

(
tα E(α−β ,α),α+1

(
m1tα−β ,m2tα

))
= tα−1E(α−β ,α),α

(
m1tα−β ,m2tα

)
;

(III)
t∫

0

(
zα−1E(α−β ,α),α

(
m1zα−β ,m2zα

))
= tα E(α−β ,α),α+1

(
m1tα−β ,m2tα

)
.

We will use the following statement, which follows from Lemma 5 of [18]:
Lemma 2. Let ρ > 0 and α > β > 0 be given with α ∈ (0,2). Assume that x < 0 and there exist K > 0 such that

−K ≤ y < 0. Then there exists a constant C > 0 depending only on K, α, β and ρ such that∣∣E(α,β ),ρ(x,y)
∣∣≤ C

1+ |x|
.

2.3 Cauchy Problems

Here we present two Cauchy problems. First, we consider the following Cauchy problem:{
CDα1

0t y(t)+µCDα2
0t y(t)+λy(t) = f (t), t > 0

y(0) = A, y′(0) = B, 0 < α2 < 1, 1 < α1 < 2, λ ,µ ∈ R,
(6)

which has the following solution that is expressed in terms of the multi-variable Mittag-Leffler function [17]:

y(t) = A
[
1−µtα1−α2E(α1−α2,α1),α1−α2+1

(
−µtα1−α2 ,−λ tα1

)]
+ B

[
1−µtα1−α2E(α1−α2,α1),α1−α2+2

(
−µtα1−α2 ,−λ tα1

)
−λ tα1E(α1−α2,α1),α1+2

(
−µtα1−α2 ,−λ tα1

)]
(7)

+

t∫
0

sα1−1E(α1−α2,α1),α1

(
−µsα1−α2 ,−λ sα1

)
f (s)ds

Now, we consider the following second Cauchy problem:{
CDβ

aty(t)+λy(t) = f (t), t > a

y(a) =C, y′(a) = G, 1 < β < 2, λ ,µ ∈ R,
(8)

along with its solution, which is given by [14]

y(t) =CEβ ,1

(
−λ (t −a)β

)
+G(t −a)Eβ ,2

(
−λ (t −a)β

)
+

t∫
a

f (s)(s−a)β−1Eβ ,β

(
−λ (s−a)β

)
ds. (9)

We are now ready to formulate our main problem and investigate its solvability. This will be done in the next section.

3 Problem Formulation and Formal Solution

Our aim is to find a function u(t,x) ∈C(Ω̄)∩C2
x (Ω),u(.,x) ∈ AC2[0,a]∪ [a,b], which satisfies the equation:

uxx(t,x)+ f (t,x) =

{CDα1
0t u(t,x)+µCDα2

0t u(t,x), (t,x) ∈ Ω1

CDβ

atu(t,x), (t,x) ∈ Ω2

(10)
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together with the initial condition:
u(0,x) = φ(x), 0 ≤ x ≤ 1, (11)

boundary conditions:
u(t,0) = 0, u(t,1) = 0, 0 ≤ t ≤ b, (12)

the terminal condition:
u(b,x) = ψ(x), 0 ≤ x ≤ 1, (13)

and the transmitting conditions:
u(a+0,x) = u(a−0,x), 0 ≤ x ≤ 1, (14)

lim
t→a+

CDβ

atu(t,x) = ut(a−0,x), 0 ≤ x ≤ 1, (15)

where φ(x,),ψ(x), f (t,x) are given functions and

Ω1 = {(t,x) : 0 < x < 1, 0 < t < a} , Ω2 = {(t,x) : 0 < x < 1, a < t < b} , Ω = Ω1 ∪Ω2

with a,b,µ,α1,α2,β ∈ R such that b > a > 0, 0 < α2 < 1, 1 < α1,β < 2.
In particular, we look for a solution to the IBVP (10)-(15) in the form of a series expansion using an orthogonal basis

which can be obtained by considering the corresponding homogeneous problem and using the method of separation of
variables. This will lead to the following Sturm-Liouville problem:

X ′′(x)+λX(x) = 0, X(0) = x(1) = 0, (16)

whose eigenvalues are given by λn = (nπ)2, n ∈ N and the corresponding eigenfunctions are

Xn(x) = sinnπx, (17)

which form an orthonormal basis in L2(0,1). Hence, the solution u(t,x) and the given function f (t,x) can be represented
as follow:

u(t,x) =
∞

∑
n=1

Tn(t)sinnπx, 0 ≤ t ≤ b, (18)

f (t,x) =
∞

∑
n=1

fn(t)sinnπx, 0 ≤ t ≤ b, (19)

where Tn(t) are unknown functions to be found and

fn(t) = 2
∫ 1

0
f (t,x)sinnπxdx

are the Fourier coefficient of f (t,x). Substituting (18) and (19) into (10), we obtain the following fractional differential
equations for Tn(t):

CDα1
0t Tn(t)+µ

CDα2
0t Tn(t)+λnTn(t) = fn(t), 0 ≤ t < a, (20)

CDβ

atTn(t)+λnTn(t) = fn(t), a ≤ t < b, (21)

and substituting (18) and (19) into the initial and terminal conditions (11) and (13), we will get the following conditions
for Tn(t):

Tn(0) = φn, (22)

Tn(b) = ψn, (23)

where

φn = 2
∫ 1

0
φ(x)sinnπxdx, ψn = 2

∫ 1

0
ψ(x)sinnπxdx.

Using the condition (22) and based on (6) and (7), we obtain the following solution to equation (20):
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Tn(t) = φn
[
1−µtα1−α2E(α1−α2,α1),α1−α2+1

(
−µtα1−α2 ,−λntα1

)]
+ Bn

[
1−µtα1−α2E(α1−α2,α1),α1−α2+2

(
−µtα1−α2 ,−λntα1

)
−λntα1E(α1−α2,α1),α1+2

(
−µtα1−α2 ,−λntα1

)]
(24)

+

t∫
0

fn(s)sα1−1E(α1−α2,α1),α1

(
−µsα1−α2 ,−λnsα1

)
ds, 0 ≤ t ≤ a,

where Bn are unknown coefficients to be found. Similarly, based on (8) and (9), we obtain the following solution to
equation (21):

Tn(t) =CnEβ ,1

(
−λn(t −a)β

)
+Gn(t −a)Eβ ,2

(
−λn(t −a)β

)
+

t∫
a

fn(s)(s−a)β−1Eβ ,β

(
−λn(s−a)β

)
ds, a ≤ t ≤ b,

(25)
where Cn,Gn are unknown constants that need to be found. Hence, in total we have three unknowns, which can be found
using the remaining three conditions, namely the two transmitting (14), (15) and the condition (23). Applying condition
(23) in (25), we get

ψn =CnEβ ,1

(
−λn(b−a)β

)
+Gn(b−a)Eβ ,2

(
−λn(b−a)β

)
+

b∫
a

fn(s)(s−a)β−1Eβ ,β

(
−λn(s−a)β

)
ds. (26)

Then, using the transmitting conditions (14), which is equivalent to Tn(a−0) = Tn(a+0), we get

Cn = φn
[
1−µaα1−α2E(α1−α2,α1),α1−α2+1

(
−µaα1−α2 ,−λnaα1

)]
+ Bn

[
1−µaα1−α2E(α1−α2,α1),α1−α2+2

(
−µaα1−α2 ,−λnaα1

)
−λnaα1E(α1−α2,α1),α1+2

(
−µaα1−α2 ,−λnaα1

)]
(27)

+

a∫
0

fn(s)sα1−1E(α1−α2,α1),α1

(
−µsα1−α2 ,−λnsα1

)
ds.

To use the second transmitting condition (15), which leads to

lim
t→a+

CDβ

atTn(t) = T ′
n(a−0), (28)

we first need to calculate T ′
n(t) for 0 < t < a and CDβ

atTn(t) for a < t < b. Hence, differentiating (24), we get

T ′
n(t) = −µφn

d
dt

[
tα1−α2E(α1−α2,α1),α1−α2+1

(
−µtα1−α2 ,−λntα1

)]
− µBn

d
dt

[
tα1−α2E(α1−α2,α1),α1−α2+2

(
−µtα1−α2 ,−λntα1

)]
−λnBn

d
dt

[
tα1E(α1−α2,α1),α1+2

(
−µtα1−α2 ,−λntα1

)]
+

d
dt

 t∫
0

fn(s)sα1−1E(α1−α2,α1),α1

(
−µsα1−α2 ,−λnsα1

)
ds,

 , 0 < t < a. (29)

Using property (II) of the Mittag-Leffler function (5), we get

d
dt

[
tα1−α2 E(α1−α2,α1),α1−α2+1

(
−µtα1−α2 ,−λntα1

)]
= tα1−α2−1E(α1−α2,α1),α1−α2

(
−µtα1−α2 ,−λntα1

)
,

d
dt

[
tα1−α2E(α1−α2,α1),α1−α2+2

(
−µtα1−α2 ,−λntα1

)]
= tα1−α2−1E(α1−α2,α1),α1−α2+1

(
−µtα1−α2 ,−λntα1

)
,

d
dt

[
tα1E(α1−α2,α1),α1+2

(
−µtα1−α2 ,−λntα1

)]
= tα1−1E(α1−α2,α1),α1+1

(
−µtα1−α2 ,−λntα1

)
.
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Then using property (I) one can rewrite terms with Bn in other form and considering above-given equalities, (29) reduces
to

T ′
n(t) = −µφntα1−α2−1E(α1−α2,α1),α1−α2

(
−µtα1−α2 ,−λntα1

)
+

Bn

t

[
E(α1−α2,α1),1

(
−µtα1−α2 ,−λntα1

)
−1

]
+ fn(t)tα1−1E(α1−α2,α1),α1

(
−µtα1−α2 ,−λntα1

)
, 0 < t < a. (30)

Now, applying the operator CDβ

at(·) to (25) and we get

CDβ

atTn(t) =Cn
CDβ

at
[
Eβ ,1

(
−λn(t −a)β

)]
+Gn

CDβ

at
[
(t −a)Eβ ,2

(
−λn(t −a)β

)]
+CDβ

at

[
t∫

a
fn(s)(s−a)β−1Eβ ,β

(
−λn(s−a)β

)
ds
]
.

One can evaluate these derivatives using the property (iv) of the function (4), but there is a shortcut to get the final result.
Precisely, since the equation

CDβ

atTn(t)+λnTn(t) = fn(t)

is valid when t → a+0, then
lim

t→a+0
CDβ

atTn(t) = lim
t→a+0

[ fn(t)−λnTn(t)] .

Hence,
lim

t→a+0
CDβ

atTn(t) = fn(a)−λnTn(a).

If one considers (25), it is easy to deduce that

lim
t→a+0

CDβ

atTn(t) = fn(a)−λnCn.

Therefore, (28) can be rewritten as follows:

fn(a) − λnCn =−µφnaα1−α2−1E(α1−α2,α1),α1−α2

(
−µaα1−α2 ,−λnaα1

)
+

Bn

a

[
E(α1−α2,α1),1

(
−µaα1−α2 ,−λnaα1

)
−1

]
+ fn(a)aα1−1E(α1−α2,α1),α1

(
−µaα1−α2 ,−λnaα1

)
. (31)

Now, we have (26), (27) and (31) in order to find the unknown constants Bn,Cn and Dn. In (26) and (31) instead of Cn we
substitute its representation (27). In that case, from (31) one can find Bn as follows:

Bn = 1/∆n

{
µφnaα1−α2 E(α1−α2,α1),α1−α2

(
−µaα1−α2 ,−λnaα1

)
+λnφn[a−µaα1−α2+1E(α1−α2,α1),α1−α2+1

(
−µaα1−α2 ,−λnaα1

)
]

+ fn(a)
[
a−aα1+1E(α1−α2,α1),α1

(
−µaα1−α2 ,−λnaα1

)]
−λna

a∫
0

fn(s)sα1−1E(α1−α2,α1),α1

(
−µsα1−α2 ,−λnsα1

)
ds},

where,
∆n ≡ E(α1−α2,α1),1

(
−µaα1−α2 ,−λnaα1

)
−1+λnaE(α1−α2,α1),2

(
−µaα1−α2 ,−λnaα1

)
̸= 0, (32)

Regarding the condition (32), we note that only for counted number of n it can be violated. Moreover, one can show that
lim
n→∞

|∆n|> 0 and 1
|∆n| < c (c is a positive constant).

If 1 < β ≤ 4/3, then Eβ ,2(−z) for z > 0 has no zeros [19]. Hence,

∆
∗
n ≡ Eβ ,2

(
−λn(b−a)β

)
> 0

for all natural n and one can show that lim
n→∞

∆n ̸= 0, 1
|∆∗

n |
< c (c is a positive constant). Therefore, we find

Gn = 1/[(b−a)∆ ∗
n ]{ψn −

b∫
a

fn(s)(s−a)β−1Eβ ,β

(
−λn(s−a)β

)
ds

−Eβ ,1

(
−λn(b−a)β

)
[φn(1−µaα1−α2E(α1−α2,α1),α1−α2+1

(
−µaα1−α2 ,−λnaα1

)
)
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+

a∫
0

fn(s)sα1−1E(α1−α2,α1),α1

(
−µsα1−α2 ,−λnsα1

)
ds]−BnE(α1−α2,α1),2

(
−µaα1−α2 ,−λnaα1

)
Eβ ,1

(
−λn(b−a)β

)
}.

Now, we will use Lemma 2 to find an estimate for E(α1−α2,α1),ρ (−µtα1−α2 ,−λntα1), but we first need to note the
following property of the function (5) (see [20]) before using the estimate given in Lemma 2:

E(α,β ),ρ(x,y) = E(β ,α),ρ(y,x).

Namely,
E(α1−α2,α1),ρ

(
−µtα1−α2 ,−λntα1

)
= E(α1,α1−α2),ρ

(
−λntα1 ,−µtα1−α2

)
and hence, according to Lemma 2 (note that α1 ∈ (1,2), α1 > α2 > 0 and ρ > 0, µ > 0, λn > 0), we have∣∣E(α1−α2,α1),ρ

(
−µtα1−α2 ,−λntα1

)∣∣≤ c
λntα1

.

Considering, the above estimate, we can get the following estimates for Bn,Cn and Dn:

|Bn| ≤ 1
|∆n|

[
µc

λnaα2 |φn|+ cλn|φn|+ c| fn(a)|+λna
a∫
0
| fn(s)|sα1−1ds

]
,

|Cn| ≤ c
λnaα1 |φn|+ c

λnaα1 |Bn|+
a∫
0
| fn(s)|sα1−1ds, (33)

|Gn| ≤ 1
(b−a)|∆∗

n |

[
|ψn|+

b∫
a
| fn(s)|(s−a)β−1ds+ c

λn(b−a)β

[
c

λnaα1 |φn|+
a∫
0
| fn(s)|sα1−1ds

]
+ |Bn| c

λ 2
n aα1 (b−a)β

]
.

Based on (24) and (25), considering estimates of functions (4), (5), one can obtain

|Tn(t)| ≤ c|φn|+ c
λntα1 |Bn|+

t∫
0
| fn(s)|sα1−1ds, 0 < t ≤ a, (34)

|Tn(t)| ≤ c
λn(t−a)β

|Cn|+ c
λn(t−a)β−1 |Gn|+

t∫
0
| fn(s)|(s−a)β−1ds, a < t ≤ b. (35)

Here we denote all positive constants via c, which have no principal influence. Now considering (33), we can rewrite (34)
and (35) as follows:

|Tn(t)| ≤ c|φn|+
c

tα1 |∆n|
|φn|+

c
λ 2

n tα1 |∆n|
|φn|+

c
λntα1 |∆n|

| fn(a)|+
c

tα1 |∆n|

a∫
0

| fn(s)|sα1−1ds+
t∫

0

| fn(s)|sα1−1ds, 0< t ≤ a,

(36)

|Tn(t)| ≤
c

λn(t −a)β |∆n|
|φn|+

c
λn(t −a)β−1|∆ ∗

n |
|ψn|+

c
λ 2

n (t −a)β
|φn|+

c
λ 2

n (t −a)β−1|∆ ∗
n |
|φn|+

c
λ 3

n (t −a)β |∆n|
|φn|

+
c

λ 3
n (t −a)β−1|∆ ∗

n |
|φn|+

c
λ 4

n (t −a)β−1|∆ ∗
n |
|φn|+

c
λ 2

n (t −a)β |∆n|
| fn(a)|+

c
λ 3

n (t −a)β−1|∆ ∗
n |
| fn(a)|

+
c

λn(t −a)β |∆n|
a∫
0
| fn(s)|(s−a)β−1ds+

c
λ 2

n (t −a)β |∆n|
a∫
0
| fn(s)|sα1−1ds+

c
λ 2

n (t −a)β

a∫
0
| fn(s)|sα1−1ds

+
c

λn(t −a)β−1|∆ ∗
n |

b∫
a
| fn(s)|(s−a)β−1ds+

c
λ 2

n (t −a)β−1|∆ ∗
n |

a∫
0
| fn(s)|sα1−1ds+

t∫
0
| fn(s)|(s−a)β−1ds, a < t ≤ b. (37)

The convergence of infinite series
∞

∑
n=1

Tn(t)sin(nπx) is based on the following estimates using (36) and (37):

∞

∑
n=1

|Tn(t)| ≤ c
(

1+
1

tα1

)
∞

∑
n=1

|φn|+
c

tα1

∞

∑
n=1

|φn|
λ 2

n
+

c
tα1

∞

∑
n=1

| fn(a)|
λn

+
c

tα1

a∫
0

∞

∑
n=1

| fn(s)|sα1−1ds+
t∫

0

∞

∑
n=1

| fn(s)|sα1−1ds, 0 < t ≤ a, (38)
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∞

∑
n=1

|Tn(t)| ≤
c

(t −a)β

∞

∑
n=1

|φn|
λn

+
c

(t −a)β

∞

∑
n=1

|ψn|
λn

+
c

(t −a)β

∞

∑
n=1

|φn|
λ 2

n
+

c
(t −a)β

∞

∑
n=1

|φn|
λ 3

n
+

c
(t −a)β−1

∞

∑
n=1

|φn|
λ 4

n

+
c

(t −a)β

∞

∑
n=1

| fn(a)|
λ 2

n
+

c
(t −a)β−1

∞

∑
n=1

| fn(a)|
λ 3

n
+

c
(t −a)β

a∫
0

∞

∑
n=1

| fn(s)|
λn

(s−a)β−1ds+
c

(t −a)β

a∫
0

∞

∑
n=1

| fn(s)|
λ 2

n
sα1−1ds

+
c

(t −a)β−1

b∫
a

∞

∑
n=1

| fn(s)|
λn

(s−a)β−1ds+
t∫

0

∞

∑
n=1

| fn(s)|(s−a)β−1ds, a < t ≤ b. (39)

The convergence of all infinite series appearing in (38) and (39) are stated in the following lemma:
Lemma 3.

1) If φ(x) ∈C[0,1] such that φ(0) = φ(1) = 0 and φ ′ (x) ∈ L2(0,1), then

∞

∑
n=1

|φn| ≤
∞

∑
n=1

1

(nπ)2 +
∥∥φ

′(x)
∥∥2

2;

2) If φ(x) ∈C2[0,1] such that φ(0) = φ(1) = 0,φ ′′(0) = φ ′′(1) = 0 and φ ′′′ (x) ∈ L2(0,1), then

∞

∑
n=1

(nπ)2 |φn| ≤
∞

∑
n=1

1

(nπ)2 +
∥∥φ

′′′∥∥2
2;

3) If ψ(x) ∈C[0,1] such that ψ(0) = ψ(1) = 0 and ψ ′ (x) ∈ L2(0,1), then

∞

∑
n=1

|ψn| ≤
∞

∑
n=1

1

(nπ)2 +
∥∥ψ

′(x)
∥∥2

2;

4) If f (t,x) ∈C[0,1] for all t ∈ [0,T ] such that f (t,0) = 0, f (t,1) = 0 and
∂ f (t,x)

∂x
∈ L2 (0,1) , then

∞

∑
n=1

| fn (t)| ≤
∞

∑
n=1

1

(nπ)2 +

∥∥∥∥∂ f (t,x)
∂x

∥∥∥∥2

2
;

5) If f (t,x) ∈ C2[0,1] for all t ∈ [0,T ] such that f (t,0) = 0, f (t,1) = 0,
∂ 2 f (t,0)

∂x2 = 0,
∂ 2 f (t,1)

∂x2 = 0, and
∂ 3 f (t,x)

∂x3 ∈
L2 (0,1) , then

∞

∑
n=1

(nπ)2 | fn (t)| ≤
∞

∑
n=1

1

(nπ)2 +

∥∥∥∥∂ 3 f (t,x)
∂x3

∥∥∥∥2

2
;

The proof of this lemma can be done by using integration by parts, Bessel’s inequality, and Parseval’s identity.

For the uniform convergence of the series corresponding to the function uxx(t,x) we need to estimate
∞

∑
n=1

|λnTn(t)|. If

one considers (38) and (39), one can easily see that stronger regularity will require the following terms:

∞

∑
n=1

λn|φn|,
∞

∑
n=1

λn| fn(s)|,
∞

∑
n=1

|ψn|.

Regarding the uniqueness of the solution, we note that it follows from the completeness and basis property of the set
of functions {sinnπx}∞

n=1[21].
Therefore, we can now formulate the main result in the following theorem:
Theorem 1. Let 1 < β ≤ 4/3 and (32) be fulfilled. If conditions 2), 3), and 5) of Lemma 3 are valid, then problem

(10)-(15) has a unique solution represented by (18).
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