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Abstract: In various areas such as chemistry, physics, engineering, and biology, fractional-order boundary value problems are valuable

tools for modelling specific phenomena. This paper addressed the uniqueness, stability, and existence of solutions for a coupled system

of sequential fractional differential equations of the Caputo type, which involves non-separated boundary conditions. To establish the

existence of solutions, we employ the Leray-Schauder’ alternative, and to prove uniqueness, we rely on Banach’s contraction principle.

Furthermore, we explore the Hyers-Ulam stability of the presented system. Finally, an illustrative example is provided to demonstrate

and assess relevant aspects of the problem.
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1 Introduction

Recently, the area of boundary value problems (BVPs) involving fractional order has been investigated by several
mathematicians. This is clear via the considerable number of important studies of BVPs involving fractional-order that
fundamentally focused on transforming and extending such mathematical subjects from the theoretical part to the
implementation part so as to make them suitable and applicable for some of specific real-world problems. The Fractional
calculus basically is integration and differentiation to an arbitrary order between [0,1] where his tools have simplified the
description of numerous real-world phenomena’s in many fields such as chemistry, physics, and biology [1–4].
Moreover, Fractional calculus is recognized as a crucial tool in engineering, enabling the comprehensive and detailed
characterization of complex models in this field. The importance of fractional calculus extends beyond scientific domains
to various aspects of human civilization. As a result of ongoing research, numerous practical mathematical models have
emerged, formulated using fractional differential equations, to offer comprehensive descriptions and innovative
approaches applicable in diverse practical fields. This has paved the way for a fresh avenue of research, promoting
increased collaboration among mathematicians and researchers from other fields. Moreover, the tangible utility of
fractional-order models, as highlighted in references [5–18], stands out as a key advantage in this context.newpage
Fractional-order derivatives and integrals have a wide range of applications across various fields, including applied
mathematics, control theory, physics, thermodynamics, and mechanical structures [19 –21]. Unlike the classical
Laplacian, which is a local operator, the fractional Laplacian represents a notable example within the broader category of
nonlocal linear operators. Its implications are immediately evident in the formulation of fundamental equations such as
the diffusion equation. Significant progress has been made in addressing fractional-order initial/boundary value
problems, leading to a substantial body of literature on this vital subject. This literature encompasses both theoretical
advancements and practical applications. The exploration of fractional-order BVP has extended to encompass various
types of boundary conditions, including two-point, multi-point, nonlocal, periodic/anti-periodic, and integral conditions.
For in-depth information and illustrative examples, readers are directed to a series of papers [22-26]. For additional
research on sequential fractional differential equations, readers can refer to works such as [27, 28] and the associated
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references. In a recent study [29-32], the authors achieved significant results in establishing the existence of solutions for
sequential fractional differential equations characterized by anti-periodic boundary conditions.

Motivated by the information presented above and our comprehensive literature review, this paper endeavors to
examine and assess a coupled system of sequential fractional differential equations under fractional Caputo-type.
Specifically, we delve into exploring the uniqueness, existence and stability of solutions for this system, which includes
separated boundary conditions.

{

cDp−1(D+ψ)u(h) = f (t,u(h),u(h)) , t ∈ [0,H], 1 < p ≤ 2, ψ > 0,
cDq−1(D+ψ)v(h) = g(t,v(h),v(h)) , t ∈ [0,H], 1 < q ≤ 2, ψ > 0,

(1)

Enhanced by incorporating boundary conditions in the following manner:

{

u(0) = λ v
′
(H) , v(0) = µu′(H)

u
′
(0) = 0, v

′
(0) = 0

(2)

Where cDk Indicate the Caputo fractional derivatives with a degree of k, where k = p,q , and f ,g : [0,H]×R
2 →R,

are assumed continuous functions, where the λ , µ are considered as real constants.

2 Preliminaries

In this section, the main preliminaries and theorems for this study are elaborated upon extensively. Let’s revisited the
definitions of fractional derivatives and integrals as mentioned in references [1, 2].

Definition 2.1. The Caputo derivative of arbitrary fractional order β , times absolutely continuous function
h : [0, ∞)→ R is presented as follows:

cDβ h(s) =
1

Γ (i−β )

∫ s

0
(s− t)i−β−1h(m)(t)dt, − 1 < β < i, i = [β ]+ 1,

Definition 2.2. The expression for the fractional integral of a continuous function h with respect to the Riemann-
Liouville operator of order ω is as follows:

Iω h(t) =
1

Γ (ω)

∫ t

0

h(s)

(t − s)1−ω
ds, ω > 0,

Assuming that the right-hand side of Riemann-Liouville definition is defined point-wise within the interval [0, ∞) .
Definition 2.3. The definition for sequential of fractional derivative applies to adequately smooth function h(t) based

on Miller-Ross definition [3]

Dth(s) = Dt1 Dt2 . . .Dtn h(s),

where t = (t1, t2, ..., tn) is a multi-index.
the following supplementary lemma is established in order to determine a solution for both problem (1) and problem

(2)
Lemma 2.1. Assume Ψ ,Φ ∈C([0,S],R) then for the the following problem:























cDp−1(D+ψ)u(h) =Ψ (h), 1 < p ≤ 2,
cDq−1(D+ψ)v(h) = Φ(h), 1 < q ≤ 2,

u(0) = λ v
′
(H) , v(0) = µu′(H)

d2u
dx2 (0) = 0, d2v

dy2 (0) = 0
, ψ > 0 ,h ∈ [0,H]

(3)

the unique solution is:

u(h) = λ

(

(

Iq−1Φ
)

(H)−ψ

∫ H

0
e−ψ(H−t)

(

Iq−1Φ
)

(t)dt

)

+

∫ h

0
e−ψ(h−t)

(

I p−1Ψ
)

(t)dt, (4)

and

v(h) = µ

(

(

I p−1Ψ
)

(H)−ψ

∫ H

0
e−ψ(H−t)

(

I p−1Ψ
)

(t)dt,

)

+
∫ h

0
e−ψ(h−t)

(

Iq−1Φ
)

(t)dt, (5)

c© 2025 NSP

Natural Sciences Publishing Cor.



Progr. Fract. Differ. Appl. 11, No. 1, 129-137 (2025) / www.naturalspublishing.com/Journals.asp 131

Proof. The solutions that encompass all possible outcomes for the sequential fractional differential equations [28] in
(3) are commonly referred to as:

u(h) = m0e−ψh +m1 +
∫ h

0
e−ψ(h−t)

(

I p−1Ψ
)

(t)dt, (6)

v(h) = n0e−ψh + n1 +

∫ h

0
e−ψ(h−t)

(

Iq−1Φ
)

(t)dt, (7)

observe

u′(h) =−ψm0e−ψh +
(

I p−1Ψ
)

(h)−ψ

∫ h

0
e−ψ(h−t)

(

I p−1Ψ
)

(t)dt,

v′(h) =−ψn0e−ψh +
(

Iq−1Φ
)

(h)−ψ

∫ h

0
e−ψ(h−t)

(

Iq−1Φ
)

(t)dt,

u′′(h) = ψ2m0e−ψh +
(

I p−2Ψ
)

(h)−ψ
(

I p−1Ψ
)

(h)+ψ2
∫ h

0
e−ψ(h−t)

(

I p−1Ψ
)

(t)dt,

v′′(h) = ψ2n0e−ψh +
(

Iq−2Φ
)

(h)−ψ
(

Iq−1Φ
)

(h)+ψ2

∫ h

0
e−ψ(h−t)

(

Iq−1Φ
)

(t)dt,

where mi,ni∈ R,i = 0,1 are arbitrary constants.

Implement the conditions

u
′′
(0) = 0, v

′′
(0) = 0,

Then we get:

m0 = 0 ,n0 = 0

In view of the conditions u(0) = λ v
′
(H) , v(0) = µu′H)

we get

u(0) = m0 +m1 = λ

(

(

Iq−1Φ
)

(H)−ψ

∫ H

0
e−ψ(H−t)

(

Iq−1Φ
)

(t)dt

)

+

∫ j

0
e−ψ(h−t)

(

I p−1Ψ
)

(t)dt,

so,

m1 = λ

(

(

Iq−1Φ
)

(H)−ψ

∫ H

0
e−ψ(H−t)

(

Iq−1Φ
)

(t)dt

)

+

∫ h

0
e−ψ(h−t)

(

I p−1Ψ
)

(t)dt,

and

v(0) = n0 + n1 = µ

(

(

I p−1Ψ
)

(H)−ψ

∫ H

0
e−ψ(H−t)

(

I p−1Ψ
)

(t)dt,

)

+

∫ h

0
e−ψ(h−t)

(

Iq−1Φ
)

(t)dt, ,

So,

n1 = µ

(

(

I p−1Ψ
)

(H)−ψ

∫ H

0
e−ψ(H−t)

(

I p−1Ψ
)

(t)dt,

)

+
∫ h

0
e−ψ(h−t)

(

Iq−1Φ
)

(t)dt.

Substituting the values of m0,m1,n0,n1in (6),(7) ,we get (4) and (5), which the proof is done �
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3 Existence results

Assume the space S = {u(s) |u(s) ∈C[0,S] } endowed with the norm ‖u‖ = max{|u(h)| ,h ∈ [0,H]} . It is obvious that
(S,‖ . ‖) is a Banach space. Also let T = {v(h) |v(h) ∈C[0,H] } endowed with the norm
‖v‖= max{|v(h)| , t ∈ [0,H]}.The product space (S×T,‖(u,v) ‖) is also Banach space with norm ‖(u,v) ‖= ‖u‖+‖v‖ .

In view of lemma (2.1) we define the operator Ω : S×T → S×T by

Ω(u,v)(h) = (Ω1(u,v)(h),Ω2(u,v)(h)) ,

where

Ω1(u,v)(h) = λ

(

(

Iq−1g
)

(H)−ψ

∫ H

0
e−ψ(H−t)

(

Iq−1g
)

(t)dt

)

+

∫ h

0
e−ψ(h−t)

(

I p−1 f
)

(t)dt, (8)

and

Ω2(u,v)(h) = µ

(

(

I p−1 f
)

(H)−ψ

∫ H

0
e−ψ(H−t)

(

I p−1 f
)

(t)dt,

)

+

∫ h

0
e−ψ(h−t)

(

Iq−1g
)

(t)dt. (9)

Theorem 3.1. Assume f ,g : C([0,H]×R
2→R They are functions that are continuous together, and there are constants

such that a1,a2∈ R, such that ∀ u1,u2,v1,v2∈ R,∀h ∈ [0,H] we have

| f (h,u1,u2)− f (h,v1,v2)| ≤ a1 (|u2 − u1|+ |v2 − v1|) ,

|g(h,u1,u2)− g(h,v1,v2)| ≤ a2 (|u2 − u1|+ |v2 − v1|) .
If
a1 (K1 +K3)+ a2 (K2 +K4)< 1,
Then the boundary value problem (1),(2) has a unique solution on [0,H], where

K1 =
H p

Γ (p+ 1)

K2 =
|λ |

[

qHq−1 +ψHq
]

Γ (q+ 1)

K3 =
|µ |

[

pH p−1 +ψH p
]

Γ (p+ 1)

K4 =
Hq

Γ (q+ 1)

Proof. Define
(

sup
0≤h≤H

)

f (h,0,0) = f0 < ∞,
(

sup
0≤h≤H

)

g(h,0,0) = g0 < ∞ and Θr = {(u,v) ∈ S×T : ‖(u,v)‖ ≤ r}, and

r > 0, such that

r ≥ (K1 +K3) f0 +(K2 +K4)g0

1− [a1 (K1 +K3)+ a2 (K2 +K4)]
.

Firstly, show that ΩΘr ⊆Θr.
By our assumption, for (u,v) ∈Θr,h ∈ [0,H], we have

| f (h,u(h),v(h))| ≤ | f (h,u(h),v(h))− f (h,0,0)|+ | f (h,0,0)| ,
≤ a1 (|u(h)|+ |v(h)|)+ f0 ≤ a1 (‖u‖+ ‖v‖)+ f0,

≤ a1r+ f0, (10)

and
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|g(h,u(h),v(h))| ≤ a2 (|u(h)|+ |v(h)|)+ g0 ≤ a2 (‖u‖+ ‖v‖)+ g0,

≤ a2r+ g0, (11)

which lead to

|Ω1(u,v)(h)| ≤ |λ |
[

(

Iq−1|g|
)

(H)+ψ

∫ H

0
e−ψ(H−t)

(

Iq−1|g|
)

(t)dt

]

+

sup
0≤h≤H

∫ h

0
e−ψ(h−t)

(

I p−1| f |
)

(t)dt (12)

Using (10) and (11) to get

|Ω1(u,v)(h)| ≤ |λ |
[

(

Iq−1|1|
)

(H)+ψ

∫ H

0
e−ψ(H−t)

(

Iq−1|1|
)

(t)dt

]

‖g‖+
[

∫ h

0
e−ψ(h−t)

(

I p−1|1|
)

(t)dt

]

‖ f‖

≤ H p

Γ (p+ 1)
‖ f‖+

[

|λ |
[

qHq−1 +ψHq
]

Γ (q+ 1)

]

‖g‖ ,

Hence, by (8) we have

‖Ω1(u,v)‖ ≤ (a1K1 + a2K2)r+(K1 f0 +K2g0)≤
r

2
, (13)

In similar way we get

‖Ω1(u,v)‖ ≤ (a1K3 + a2K4) r+(K3 f0 +K4g0)≤
r

2
(14)

From (12) and (13) we obtain ‖Ω(u,v)‖ ≤ r,

Now show that Ω is a contraction. Let(u1,v1) ,(u2,v2) ∈ S×T,∀h ∈ [0,H],then we get:

‖Ω1 (u1,v1)−Ω1 (u2,v2)‖ ≤ a1K1 (‖u1 − u2‖+ ‖v1 − v2‖)+ a2K2 (‖u1 − u2‖+ ‖v1 − v2‖) , (15)

‖Ω2 (u1,v1)−Z2 (x2,y2)‖ ≤ a1K3 (‖u1 − u2‖+ ‖v1 − v2‖)+ a2K4 (‖u1 − u2‖+ ‖v1 − v2‖) . (16)

From (14) and (15) we deduced that

‖Ω (u1,v1)‖−‖Ω (u2,v2)‖ ≤ (a1 (K1 +K3)+ a2 (K2 +K4)) (‖u1 − u2‖+ ‖v1 − v2‖)
where Ω is a contraction operator and Since a1 (K1 +K3)+ a2 (K2 +K4) < 1, therefore, according to the fixed point

theorem of Banach’s, the operator Ω possesses a sole fixed point within the interval [0, H], serving as the exclusive
solution to both problems (1) and (2), thereby concluding the proof. �

The second outcome relies on the Leray-Schauder alternative

Lemma 3.1. “(Leray-Schauder alternative [18]) Let∆ : Z → Z be a completely continuous operator (i.e., a map
restricted to any bounded set in Z is compact). Let Z(∆) = {x ∈ Z : x = λ ∆(x) f or some 0 < λ < 1}. Then either the set
Z(∆) is unbounded or ∆ has at least one fixed point.”

Theorem 3.2. Assume f ,g : C([0,H]×R
2→R are considered continuous functions and There is at least one positive

real constant. ηi,βi(i = 0,1,2) such that ∀ui∈ R,(i = 1,2) we have

| f (h,u1,u2)| ≤ η0 +η1 |u1|+η2 |u2| ,

|g(h,u1,u2)| ≤ β0 +β1 |u1|+β2 |u2| .
If
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(K1 +K3)η1 +(K2 +K4)β1 < 1,

and

(K1 +K3)η2 +(K2 +K4)β2 < 1,

Then, there exists at least one solution to both problems (1) and (2).
Proof. The proof will be split into two stages
Step1. Demonstrate that Θ exhibits complete continuity. The operator’s continuity can be established based on the

continuous nature of the functions f and g.
Let ϒ be a bounded set in Θr = {(u,v) ∈ S×T : ‖(u,v)‖ ≤ r}, then there exists positive constants e1,e2 such that

| f (h,u(h),v(h))| ≤ e1, |g(h,u(h),v(h))| ≤ e2, ∀h ∈ [0,H],

then for any(u,v) ∈ϒ we have|Ω1(u,v)(h)| ≤ K1e1 +K2e2, which implies that ‖Ω1(u,v)‖ ≤ K1e1 +K2e2.

Similarly, we get ‖Ω2(u,v)‖≤K3e1+K4e2.. Hence, it can be deduced from the preceding inequalities that the operator
Ω is uniformly bounded, as a result

‖Ω(u,v)‖ ≤ (K1 +K3)e1 +(K2 +K4)e2.

Next, we show that the operator is equicontinuous.
Let h1,h2 ∈ [0,H] with h1 < h2., then we have

|Ω1(u,v)(h2)−Ω1(u,v)(h1)| ≤ |λ |
[

(

Iq−1|g|
)

(H)+ψ

∫ H

0
e−ψ(H−t)

(

Iq−1|g|
)

(t)dt

]

+

∫ h2

0
e−ψ(h2−s)

(

Iα−1| f |
)

(t)dt +

∫ h1

0
e−ψ(h1−t)

(

I p−1| f |
)

(t)dt.

≤ |λ e2|
[

(

Iq−1|1|
)

(H)+ψ

∫ H

0
e−ψ(H−t)

(

Iq−1|1|
)

(t)dt

]

+ e1 [

(

∫ h1

0
e−µ(h2−t)− e−µ(h1−t)

)

(

I p−11
)

(t)dt+

∫ h2

h1

e−µ(h2−t)
(

I p−11
)

(t)dt]

Hence we have ‖Ω1(u,v)(h2)−Ω1(u,v)(h1)‖ → 0 independent of u and v as h2 → h1. Similarly,
‖Ω2(u,v)(h2)−Ω2(u,v)(h1)‖→ 0 independent of u and v as h2 → h1.

Hence, the operator Ω(u,v) exhibits equicontinuity, thereby establishing its complete continuity.
Step 2. (Boundedness of operator)
At the final, show that δ = {(u,v) ∈ S×T : (u,v) = KΩ(u,v),M ∈ [0,1]} is bounded.

u(h) = KΩ1(u,v)(h), v(h) = KΩ2(u,v)(h),

then

|u(h)| ≤ K1 (η0 +η1|u|+η2|v|)+K2 (β0 +β1|u|+β2|v|) ,
and

|v(h)| ≤ K3 (η0 +η1|u|+η2|v|)+K4 (β0 +β1|u|+β2|v|) .
So we get

‖u‖ ≤ K1 (η0 +η1|u|+η2|v|)+K2 (β0 +β1|u|+β2|v|) , (17)

and

‖v‖ ≤ K3 (η0 +η1|u|+η2|v|)+K4 (β0 +β1|u|+β2|v|) . (18)

From (16), and (17) we obtain
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‖u‖+ ‖v‖ ≤ (K1 +K3)η0 +(K2 +K4)β0 +((K1 +K3)η1 +(K2 +K4)β1)‖u‖+((K1 +K3)η2 +(K2 +K4)β2)‖v‖ .

Therefore;

‖(u,v)‖ ≤ (K1 +K3)η0 +(K2 +K4)β0

K0

,

where K0 = min{1− (K1 +K3)η1 − (K2 +K4)β1,1− (K1 +K3)η2 − (K2 +K4)β2} that is ε is the Leray-Schauder
theorem establishes that the existence of solutions to boundary value problems is guaranteed within the interval [0, H].

4 Hyers-Ulam stability

During this section, the Hyers-Ulam stability of the proposed system (1) is examined by analyzing the following inequality.

{

cDp−1(D+ µ)u(h)− f (h,u(h),v(h))≤ r1, h ∈ [0,H],
cDq−1(D+ µ)v(h)− g(h,u(h),v(h))≤ r2, h ∈ [0,H].

(19)

where r1,r2 are two positive real numbers.
Provide explanations for the following non-linear operators M1, M2 ∈C ([0,H],R)×C ([0,H],R)→C ([0,H],R) ;

cDp−1(D+ µ)u(h)− f (h,u(h),v(h)) = M1(t), h ∈ [0,H],
cDq−1(D+ µ)v(h)− g(h,u(h),v(h)) = M2(t), h ∈ [0,H],

For some r1,r2 > 0, we consider the following inequality:

|M1(h)| ≤ r, |M2(h)| ≤ r2, h ∈ [0,H]. (20)

Definition 4.1. The problem in equation (1) is Hyers-Ulam stable if there exist Ki, i = 1,2,3,4 such that for given
r1,r2 > 0 and for each solution (u,v) ∈ C([0,H]×R

2,R) of inequality(18), there exists a solution (u∗,v∗) ∈ C([0,H]×
R

2,R) of problem (1) with

{

|u(h)− u∗(h)| ≤ K1 r1 +K2 r2, h ∈ [0,H],
|v(h)− v∗(h)| ≤ K3 r1 +K4 r2, h ∈ [0,H].

Theorem 3. Provided that the conditions outlined in Theorem 3.1 are met, then the BVB (1), (2) is Hyers-Ulam stable.
Proof. Let (u,v) ∈ C ([0,H],R)×C ([0,H],R) be the solution of the problem (1), (2) satisfying (8) and (9) and let

(u∗,v∗) be any solution satisfying

{

cDp−1(D+ µ)u∗(h) = f (h,u∗(h),v∗(h))+M1(h), h ∈ [0,H],
cDq−1(D+ µ)v∗(h) = g(h,u∗(h),v∗(h))+M2(h), h ∈ [0,H].

It follows that

∣

∣

∣

∣

u(h)−|λ |
[

(

Iq−1|g|
)

(H)+ψ

∫ H

0
e−ψ(H−t)

(

Iq−1|g|
)

(t)dt

]

+

∫ h

0
e−ψ(h−t)

(

I p−1| f |
)

(t)dt

∣

∣

∣

∣

,

≤ |λ |
[

(

Iq−1 |M2(h)|
)

(H)+ψ

∫ H

0
e−ψ(H−t)

(

Iq−1 |M2(h)|
)

(t)dt

]

+

∫ H

0
e−ψ(H−t)

(

I p−1 |M1(h)|
)

(t)dt

≤ r1

⌈

∫ H

0
e−ψ(H−t)

(

I p−1|1|
)

(t)dt

⌉

+ r2

[

|λ |
[

(

Iq−1|1|
)

(H)+ψ

∫ H

0
e−ψ(H−t)

(

Iq−1|1|
)

(t)dt

]]

= r1K1 + r2K2 (21)

By the same method, we can obtain that

|v(h)− v∗(h)| ≤ K3 r1 +K4 r2, (22)
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The prior mention of Ki, i = 1,2,3,4 establishes that, as per equations (20) and (21), the Caputo fractional differential
equations forming a nonlinear sequential coupled system exhibits Hyers-Ulam stability. Consequently, the system
described by equations (1) also demonstrates Hyers-Ulam stability.

Example. Consider the following system of fractional differential equation























cD1/4(D+ 2)u(h) = 1

4π
√

25+t2

(

|u(h)|
|u(h)|+2

+ cosv(h)
)

+ 1
5
, h ∈ [0,1]

cD1/5(D+ 2)v(h) = 1
3π(4+t)2

(

cos(u(h))+ v(h)
|u(h)| + 1

)

+ 2, h ∈ [0,1]

u(0) = λ v′(1), v(0) =−u′(H)
u′′(0) = 0, v′′(0) = 0

(23)

Here :ψ = 2, p = 5
4
,q = 6

5
,H = 1,λ = 2, µ =−1. We found

K1 = 0.88261019,K2 = 5.80866358,K3 = 2.86848289,K4 = 0.90760368,a1 =
1

20π
,a2 =

1

48π
.

It’s evident that f and g are functions that exhibit joint continuity where

f (h,u,v) =
1

4π
√

25+ t2

( |u(h)|
|u(h)|+ 2

+ cosv(h)

)

+
1

5
,

g(h,u,v) =
1

3π(4+ t)2

(

cos(u(h))+
v(h)

|u(h)| + 1

)

+ 2,

Now, check that a1 (K1 +K3)+ a2 (K2 +K4)< 1,
Hence

1

20π
(3.75109308)+

1

48π
(6.71626726) = 0.1042391312< 1,

If all the requirements outlined in Theorem 3.1 are met, then there exists a sole solution to the problem (22) within the
interval [0, 1].

5 Conclusions

This paper explores the significance of fractional-order BVPs across multiple scientific disciplines and investigates a
coupled system of sequential fractional differential equations with non-separated boundary conditions. The study
establishes the existence and uniqueness of solutions using Leray-Schauder’s alternative and Banach’s contraction
principle, respectively, while also examining the Hyers-Ulam stability of the system. Through a concrete example, the
research illustrates the practical relevance of these findings, offering valuable insights for sequential fractional
differential equations with non-separated boundary conditions.
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