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Abstract: In this study, an accurate solution for the time-fractional Kaup-Kupershmidt equation is provided. A semi-analytical method,
the ARA- Residual power series method, is employed for creating a series solution to the given equation. The concepts of ARA
transform, power series, residual function, and the limit at infinity are the main components of the proposed method. To verify the
accuracy of the introduced method, numerical and graphical examples are given to compare our approximate solution with the exact
one. We conclude that this approach is simple, effortless to use, and successful in solving fractional differential equations.
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1 Introduction

Fractional Calculus (FC) goes back to the beginning of differential calculus theory. In reality, Leibniz had many notes
on the fractional derivative in his correspondence with Bernoulli, L'Hopital, and Wallis in 1695. However, a number of
mathematicians, including Letnikov, Riemann, Euler, and Liouville, have contributed to the creation of the theory of FC [1,
2,3]. Nowadays, FC has been a productive area of research in science and engineering. Actually, a wide range of scientific
fields are currently focusing on the concepts of FC. Examples of these include signal processing, electronics, heat transfer,
system identification, traffic systems, biology, genetic algorithms, percolation, chemistry, irreversibility, physics, control
systems, as well as economy and finance [4,5,6,7,8,9, 10].

Solving fractional differential equations has received a lot of attention lately, particularly partial differential equations
(PDEs) of fractional order, which are used to describe a wide range of physical events. As a result, many scholars have
examined a variety of analytical and numerical techniques to determine the exact and approximate solutions of these
problems. These techniques include the Adomian decomposition method (ADM) [11, 12], the Laplace transform method
[13], the homotopy analysis method (HAM) [14], the variational iteration method (VIM) [15], the homotopy perturbation
method (HPM) [16] and other techniques [17,18,19,20].

Certain kinds of linear fractional differential equations can be solved using the power series method (PSM). The basic
idea is that the solution to the equation may be expressed as a power series, which yields a closed solution form of the
exact solution. This method is utilized to solve several types of linear fractional differential equations and has drawn the
attention of multiple researchers [21,22]. Regretfully, it is a very difficult task to determine the series coefficients needed
to get the approximate solutions for nonlinear fractional differential equations. In order to handle those difficulties, the
PSM is improved, and the residual power series method (RPSM) is created to consider the coefficients as transformed
functions by using the derivatives in the calculation process [23]. In advancement, ARA transform [24] and RPSM are
combined to create ARA residual power series method (ARA-RPSM), which is established in [25]. ARA-RPSM requires
converting the provided equation into ARA space, creating a series solution for the new equation, and using ARA inverse
of the result to get the solution to the main problem. By utilizing the idea of limits, ARA-RPSM establishes the unknown
coefficients in a new ARA expansion as opposed to the RPSM, which depends on derivatives. The significant dispersive
classical Kaup-Kupershmidt (KK) equation was initially presented by Kaup in 1980 [26], and Kupershmidt modified it in
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1994 [27]. The study of nonlinear dispersive waves and the behavior of capillary gravity waves are investigated using the
time-fractional KK equation. The comprehensive fifth-order nonlinear evolution formula is provided by

Dzau(x>t)+§uuxxx+p“xuxx+Guzux+uxxxxx =0, (D

where &, p, and o are real constants, and 0 < o¢ < 1 is the parameter symbolizing the order of fractional time
derivative. Recently, Extensive effort has been focused to the analysis of the classical KK equation. It is known that the
classical KK equation has bilinear forms [28] and that it is integrable at p = 5/2 [29]. For general nonlinear evolution
equations, solitary and soliton wave solutions can be obtained by importing four different techniques. Ablowitz and
Clarkson employed the inverse scattering approach to create soliton solutions for the purpose of examining the nonlinear
equations and their physical implications [30]. Tam and Hu employed Hirota’s technique, and they utilized Mathematica
to get the corresponding solution [32]. Musette and Verhoeven introduced the fifth order KK equation, which was one of
the integrable examples of the Henon-Heiles system. This paper uses ARA-RPSM to create power series solution of the
time-fractional KK equation which is the fifth-order nonlinear PDE.

This article is structured as follows. Key definitions, properties of fractional derivatives, and the ARA transform are
provided in Section 2 to provide the basic knowledge that is needed. Section 3 then introduces the procedure of ARA-
RPSM to create a series solution to the time-fractional KK equation, while Section 4 demonstrates the efficacy of the
coefficients formula using illustrative examples. Finally, in the last part, Section 5, we give conclusions.

2 Basic Definitions and Theorems

This section contains the definitions and certain theorems needed to construct series solutions of fractional PDEs.
Furthermore, we provide some fundamental aspects of ARA transform that will be used in the next section to get the
series solution of the nonlinear time-fractional KK equation.

Definition 1. The Caputo fractional derivative of the function u (x,7) of order o > 0 is given by

D¥u(x,t) =J" " *D'u(x,t), m—1<o<m, meN, xel, t>0, 2)
where
1 gt ol
T () = {F(a) Jo =) Tu(x,7) dt, t >7>0 3)
u(x,7), a=0
is the time- fractional Riemann—Liouville integral operator of order o > 0.

Definition 2. [24] ARA transform of the continuous function u (x,7) for the variable ¢ of order m, is defined by

Gy [u (x,1)] = s/ " e (x,t)dt, s> 0. 4)
Jo

Some fundamental aspects of ARA transform [25] that are crucial to our study are presented in the arguments that
follow.
Properties of ARA-transform:
Let u (x,¢) and v (x,¢) be continuous functions in which ARA-transform for the variable ¢ exists.
IfOo<a<l1, xel, s>0, then we have

1.ty [au (x,t) +bv (x,1)] = a Sy [u(x,1)] + b o7 [v(x,t)], where a and b are constants and m € N.
2.1me [u(x,2)] = u(x,0).

3.1Lms% [t (x,1)] = u(x,0).

4.2 [D%u (x,1)] = 5% [u(x,1)] — s%u(x,0).

5.9 [D%u(x,t)] = s% [u(x,t)] — as* Loty [u(x,6)] + (ot — 1) s* Lu(x,0).

6% [ta] _ I'(a+2) )

so+1

Theorem 1. [25] If the continuous function u (x,#) has the fractional power series (FPS) representation at t = 0 of the
form

ux,0)=Y a, ()", m—1<oa<m, m=12 -, 0<r<p. Q)
n=0

© 2025 NSP
Natural Sciences Publishing Cor.



Progr. Fract. Differ. Appl. 11, No. 03, 507-520 (2025) / www.naturalspublishing.com/Journals.asp %N ==y 509

If D%u (x,t) are continuous for all n € N, then a, (x) are on the form
D%y (x,0
an () = 2 (x,0)

I'(na+1)
where D}* = D DY ... D (n- times).

Theorem 2. [25] Let u(x,t) be a continuous function that has the FPS representation

iy
,%[u(x,t)]zzsz(g)l, O<oa<l,xel and s> 0, @)

n=0

forn=0,1, 2, ... (6)

where ARA-transform for the variable ¢ exists. Then
Iy (x) = (not+1) D'*u(x,0). 8)

Remark 1.
1. If ARA-transform of order two of the function u (x,¢) has the series representation 7, then ARA-transform of order one
can be expressed as follows:

- Ly (x)
o) B = —_— 9
1[M(X )] n;() (na+1)sna ( )
and the kth truncated series is defined as follows:
k
Iy (x)
g7 ), = —_— 10
1[“()6 )]k n; (na+1)sna ( )
2. The inverse of ARA-transform of order two for the FPS 7 is
> D¢ 0
u(x,t): Z t y(x7 ) no (11)

= T(na+1)

3 Constructing Series Solution of the Time-Fractional KK Equation

We outline the ARA-RPSM approach in this section for solving the time-fractional KK equation. The basic idea of the
introduced method is converting the provided equation to ARA space and suggesting a series solution in a Laurent series
expansion form. After that the coefficients are determined using the concept of residual function and by evaluating the
limit at infinity. Finally, the series solution of the given initial value problem is the inverse ARA transform of the obtained
series. To perform ARA-RPSM, consider the time fractional KK equation

D;xu(xat)+€uuxxx+puxuxx+6u2ux+uxxxxx =0, (12)

with the initial condition
u(x,0) = g(x). (13)
Employing ARA transform (%) with respect to the variable ¢, on equation 12, we get

~Q{2 [D;X M(X,t)] +42{2[€uuxxx] +¢Q{2[puxuxx] + %[Guzux] + %[uxxxxx} =0. (14)

Followed by considering the property (5) and the initial condition in equation 13 and multiplying by s~%, equation 14
becomes

o oa—1 c 1
4272 [I/t (xvt)} - ;JM] [” ()C,t)] + Tg ()C) + S%% [uuxxx] + S%% [uxuxx] +STIM2 [Mzux} +STX% [uxxxxx] = Oa (15)
which is equivalent to

hluen)] - Lenfuten]+ E g0+ S0 (o (o lulen)]) 8 (5 [ ()]

+ Bt [0 (o7 [ u ()] 02 (7 [ ()] /[ (85 Lol n)])) O (55 [ ()]

4 (A lulxn)) =0, (16)
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Assume that ARA residual power series solution of equation 16 has the following series representations

- Iy (x)
o =) ——— 17
([ (x,1)] n;)(na+l)s"°" a7

o (%)
Sl = ¥ S (18)

The kth truncated series of the expansion 17 and 18 are
k

In (x)
o Hy=) ——— 19
1 [u(x, )]k ngo (na—l—l)s”“’ ( )

k

In (x)

Slull= ¥ o 0)
n—
Taking the limit as s — oo after multiplying equation 20 by s, property (3) yields
Io(x) =u(x,0)=g(x).
Hence the series representations 19 and 20 become
Al =)+ Y @1
1(Ux, r—8\X n=1(na+l>smx7
g | v h()

o [u(x,1)], = T ; SZ(X+1 22)

To find the coefficients of the series expansions in equations 21 and 22, we define ARA-residual function of equation
16 as follows:

g

hRes (x,5) = s (1)) — LA (e, 0]+ E L g ()4 =y [ (™ [ e 0)]) 93 (5™ s ()]

+ Lots (00 (o5 [ lu (e )]) 92 (55 o ()]
+ S [ (o ol () 9 (! [ o)) + 03 () (23)

and the kth ARA-residual function is
hhes(x.8), = A lu(e )y~ L lule )+ Lo+ Sah (o [ lu(rn]d) 37 (57 [0l (e,

+ Lt [0 (s ot [ (,)]]) 92 (5 [ (e, )]])]

§%

+ 2 [(ng;l [ [u (x,0)],])” O (ot [t u (x,t)]k])} + siaaf (hu(x,0),), k=1,2, .... (24)

S(X
The following facts are needed to obtain ARA residual power series solution [25],

o oHRes(x,5) =0, xel, s>0.
o lim e/ Res (x,5), = @HRes (x,s), x€l, s>0.

k—>o0

elims.ahRes (x,s) =0 and limsehRes (x,5), =0, x€l, s>0.
§—roo §—>00

oleska+1£%2Res (x,5) = leska+1£{2Res (x,8),=0, xel, s>0. (25)
§—0 §—>00
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In order to ﬁnd the coefficient /;(x) in the series expansion 22, we substitute
;zfl[u(xﬁ)]l:g(x)—}—( L) b [u(x,1)], :@—F%into%Res(x,s)ltoget

it -1 [0 )3 [, 18
o 2 82 e 232
o (o [ ' o [ 0] | 2 (24). e
(042)

Using the property @4 [t%] = L 2’: , after simple computations, we obtain

I (x [ I (x) 1% I (o) 1%
ahRes (), = it~ T T %ﬂz (s Fratim ) % (004 P

)

c I ()1 \? I (x)t® 1 g(x) 1(x)
— o ——— d —_— —o0) (=~ . 27
+2 2[(g<x>+r(a+2) (20 ot )| + 509 (B2 @
Multiply both sides of equation 27 by s**! and take the limit as s — oo, then solve the equation 1i_>ms"“rl 2hHRes (x,5), =
S§—>00
0 for [; (x), we have

h(x) = = (a+1) (£8(x) 8" (1) +pg (x) 8" (1) + 08> (V)¢ (x) +¢ (x)). (28)
In the same way, to establish the form of the second unknown coefficient [ (x), we substitute .7 [u (x,1)], = g (x) +

(ofi(l))sa + (2a+(1)) 5 and o [u(x,1)], = @ + ‘a&? + 2DE+>1 into @ARes (x,s), to get

hix) b o ( I (x) l (x) )
s2etl g \(a+1)s*  (2oe+1)s2“
(

el [P ) (o [0 ] )

hsRes (x,5), =

Bt (o[B8 (g 22, 100 0
(o 29 BT, o [0, 0 S 2 (69, 109,
Again, using the property < [1%] = "% we obtain
oty =8 B9y
oot [ (s e+ P )% (90 iy s
+ s%% :‘9)‘ (g () + rll(g )+t()2£) + Flz(gg io;)) o (g () + rh(g )S) + 1—12(52 iZ) )} G0
(s 2 0 I I e (0.8 2

Multiply the obtained equation by s?%*!

and take the limit as s — oo, then solve the equation lims>**!.e5Res(x,s), = 0
§—yo0

for I (x) to get

2a+1)

oa+1

h(x)=—
(€29
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Continuing in a similar way, we get

/ _ 3oc+1
N T S CESIL

+200(a+2)2 g(x) b (x) ¢ () + 0T (2a+2) It (0 ¢ (x)+EM(a+2)? g(x) 1Y (x) + ol (a+2)% g(x)> 15 (x)
+20T2a+2)g(x) I} (¥) I (x) +ECQa+2) L (x) 1) (x)+pL2a+2) 1} (x) I (x)
(o +2)? z§5><x)} . (32)

[6r(@+2)? ¢ (1) b (1) +pT (@ +2) ¢"(x) & () +pT (2 & () (x)

4o +1
b= - BT a2 T2aT2)
+pI2004+2)I (a0 +2)3 g’ (x) I§ (x) + 20T 2o +2)M(a +2)° g(x) I (x) g'(x)
20T (Ba+2)I(a+2)2 1y (x) bh(x) ¢'(x) + ELQa+2)T (0 +2) g(x) 1Y (x) + oT 20+ 2)T(a+2) g(x)? 14 (x)
20T (Ba+2)(a+2)2 g(x) b (x) I} (x) +206T 3o+ 2)I (a+2) g(x) Iy (x) I (x)
HEMBa+2)T(a+2)% b (x) 1P () + EFBa+2)T(a+2)% 1 (x) 1Y (x) + pT(Bo+2)(a+2)2 1 (x) [} (x)
+pT Ba+2)I(a+2)% 1 (x) 1 (x) + oT 2a+2)T 3o +2) L (x)* I} (x)+ T (20 +2)I(a+2)° 1Y (x)) (33)

(Era+2)I(a+2)’ g% (x) s (x)+pl e+ 2)I (a+2)° ¢" (x) 13(x)

After that, the obtained coefficients I, (x) are substituted into equation 18. Therefore, ARA-RPS solution of the
equation 14 is

! ! !
oty [u(x,1)] = @ + Sla(j? + éogﬁ - Szofﬁ +... (34)

Finally, operate 42%2*] on equation 34, gives the following approximate infinite series solution of the target problem

u(x,t) :%71 [@_’_ h (x) [ (X) &} ()C) +] (35)

s gotl T 2arl T Batl

4 Numerical Examples

The proposed method yields analytical approximation solutions for various free parameters. The analytical findings are
extremely useful in understanding the fundamental mechanics of physical problem. Depending on the underlying
physical conditions, the explicit responses reflected various types of approximate solutions. In order to verify the
accuracy and consistency of the given approach, we investigate two exciting nonlinear fractional partial equations. These
examples show how effectively and practically the suggested approach.

Example 4.1: Consider the time-fractional equation

D%u (x,1) — 15Uty — 15 put ey +45 uP ity + e = 0, (36)
with the initial condition 2
1 [0} [0}
u(x,0) = Zaﬂfsedﬂ(%) + 12}/ - (37)

The exact solution of this equation with p = % is

5
u(x,t) = %—4— Y * sech? (g (xw—%)) (38)

Comparing equations 36 and 37 with equations 12 and 13, we find that £ = —15, p = —BT@, =45 and g(x) =

10’ Psech® (UF) + 127’2 Therefore, according to the construction in Section 3, the third approximation of ARA-RPSM
solution of the IVP 36-37 is
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(a) (b)

Fig. 1: 3D-Plot of u(x, t) for considered Example 4.1when @ =1, y = 0.1, and o = 1. (a) Third approximate solution
(b) Exact solution (c) Absolute error |uexar — Uapp|-

2 1 1 7 37400
uz (x,1) = yz_(z) + é—tyza)zsech2 <@) + (et Dy oi? tanh (M> sech® (?) (— 1436 cosh (yx@) + cosh (2yx®) + 5043)

12 2 512" (a +2) 2
(204 1) y20122%sech!? (K2 (7048508994 cosh (yxw) — 1404748848 cosh (2yxw) + 74191677 cosh (3yx®)
X —
524288 (a+1)I'(2a+1) cosh(yx cosh (2yx cosh (3yx

(2a+1) Y2 @'2?%sech'? (52)
7048508994 cosh
8@t T ot 1) | cosh (yx@)

— 1404748848 cosh (2yx®) + 74191677 cosh (37xw) — 524156 cosh (47xe) + cosh (5yxm) — 5910503124] . (39)

— 524156 cosh (4yx®) + cosh (5yx®) — 5910503124]

Figure 1 shows the comparison of the solution obtained by the help of ARA-RPSM in comparison with the absolute error
and exact solution for the time fractional KK in equation 36. Figure 2 indicates how the solution for equation (4.1)
obtained by ARA-RPSM behaves with time t at constant x = 5 for various values of &. On the other hand, Figure 38
shows the behavior of u (x,z) at constant time for various values of ¢. While Figure 39 is a plot of the approximate
solution u (x,7) for o« = 1 in comparison with the exact solution with respect to x for considered at # = 0.1. Tabulated the
comparison between the results obtained by ARA-RPSM and the exact solution in tables 1 and 2, the results are very
close to those was calculated earlier using qg-HATM technique in [32].
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0.00318350

<
'« 0.00318345
1<}

0.00318340

0.0 0.2 0.4 0.6 0.8 1.0
t

Fig. 2: Plot of the third approximate solution of u (x,#) with respect to ¢ for considered Example 4.1 when w = 1,y = 0.1,
x =5 with distinct ¢.

0.0033

0.0032

0.0031

ux, /)

0.0030

-10 -5 0 5 10

Fig. 3: Plot of the third approximate solution of u (x,#) with respect to x for considered Example 4.1 when ® = 1,
Y = 0.1, t = 1 with distinct .

Table 1: Error analysis for Example 4.2 whenw = 1,7 = 0.1, = 0.1 and k =3 with a = 1.

X Error

0.1 | 3.48766 x 10~ 10
0.2 | 7.0008 x 10~10
0.3 | 1.05096 x 10~°
04 | 1.40119x107°
0.5 | 1.75056 x 10~°
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0.0033

0.0032

0.0031

u(x, /)

0.0030

0.0029

0.0028

-10 -5 0 5 1

)

Fig. 4: Plot of the third approximate solution of u (x,#) (blue) and the exact solution (black-dashed line) with respect to x

for considered Example 4.1 when w = 1,y = 0.1,¢7 = 0.1 and a=1.

Table 2: Error analysis for Example 4.1 when @ = 1,7 = 0.1, and &

= 3witha=1.

1.19147 x 1077
1.35779 x 1077

7.20032 x 1078
8.93682 x 1078

t X Error t X Error
1] 8.6826x107° 1] 1.73329x10°8
2 | 1.68535x 1078 2 | 3.36813x 1078
025 | 3] 2401731078 | 05 | 3 | 4.80185x 108
4 | 2.97947 x 10~8 4 | 5.95841 x 10~8
5 | 3.39371 x 1078 5 | 6.78794 x 1078
1] 233723 x 1078 1 | 3.45364 x 1078
2 | 2.59509 x 108 2| 6.7259%x 1078
0.75 | 3 | 5.04832x 1078 | 1.00 | 3 | 9.59715x 108
4 4
5 5

Example 4.2: Consider the nonlinear time-fractional equation
D%u (x,1) — 15Uty — 15p ity + 4502ty + e = 0,

with initial condition
dc¢ 4c

u(x,0) = 3 7sech2 (Vex).
The exact solution of this equation is given by
4c 4
u(x,t) = ?C — 2 ech? (\/E (x+ 8 (3(’2 —Spc) t)) .
p

(40)

(41)

(42)

Solution: Comparing equations 40 and 41 with equations 12 and 13, we find that { = —15,p = —15p, c =45and g(x) =

4c 4c

3 — 756:<:h2 (\ﬁ (x+ 8 (3c2 -5 pc) t)) Therefore, according to the construction in Section 3, the third approximation

of ARA-RPSM solution of the IVP 40-41 is
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4c  4esech? (y/ex) N (16(a + 1)c’/?t%) tanh (y/cx) sech® (\/cx)
3 p pr(a+2)
1024 (200 4 1)cr*%sech? (1/cx)
(a+1)p’I'2oc+1)
60(p — 1)p*(95p +333)sech? (v/ex) —90(p — 1) p(p(250p + 1879) — 480)sech® (y/cx)
675(p — 1)(p(p(27p+593) — 312) + 60)sech® (v/cx) —7425(p — 1)(p(35p — 24) + 6)sech ' (/cx) |
16(3a+ 1)c!7/263% tanh (y/cx) sech'® (y/cx)
(a+1)p'I'(Ba+1)
+ p(p(p(2142287239p — 279202529160) + 555245547840) — 396206841600)))
+3(—4354560000 4 p(80517888000 + p(—567316224000 + p(1752334473600 + p(—2594696852160
+ p(121172647p + 1333394104080)))))) cosh(2y/cx) — 2(10357632000 + p(—126593280000
+ p(p(p(10024405571 p +453979163340) — 838558716480) +490790793600))) cosh (4+/cx)
+p* ((p(p(p(4999411759p + 74299080120) — 126404893440) + 56219875200) — 9113472000) cosh (6+/cx)
+ p(—4(p(p(73219933p +437702040) — 659832480) + 148910400) cosh (81/cx)
+ p ((p(2825693p + 6963480) — 9789120) cosh (10+/cx) + p ((600 — 602p) cosh (12y/cx) — pcosh (14+/cx)) ) ))
C154% (@ 1P (p =1 (a+5)
VIQRoa+1)IM(a+2)
+12(p(p(p(p(48647p — 114204) — 8361240) — 1524960) + 13564800) — 3628800) cosh (2+/cx)
—3p(p(p(p(89963p — 2386272) — 6627840) +7292160) -+ 1555200) cosh (4+/cx)
6(p(4513p —4848) — 3840) p* cosh (81/cx) +2(p(429840 — p(68827p +711072)) + 388800) p* cosh (6/cx)

p’ cosh (12y/cx) + +6(59p +24) p* cosh (10%}())} : 43)

uz(x,t) = (p ((64p —60) cosh (2y/cx) + pcosh (4+/cx) )

+21p(3p —20) +360) + [6(40 —39p) p*sech? (y/ex) —4p*

[19782144000 + 12p(—23307264000 + p(139680288000

(18(3110400 + p(— 10742400 + p(3467520 + p(4659840 + p(38293p — 551232))))

Figure 5 shows the comparison of the solution obtained by the help of ARA-RPSM in comparison with the absolute error
and exact solution for the time fractional KK in equation 41. In order to track the behavior of the solution as a function
of time the solution obtained by ARA-residual power series as a function of time is plotted at x = 5 for various values of
o as shown in Figure 6. Furthermore, Figure 7 shows u(x,) at constant time for various values of o for k = 3. Figure 8
shows a comparison between the exact solution and ARA approximation for o = 1 at = 0.1. Tabulated the comparison
between the results obtained by ARA-RPSM and the exact solution in tables 3 and 4, the results are very close to those
was calculated earlier using q-HATM technique in [32].

Table 3: Error analysis for Example 4.2 when ¢ =0.01, p =2.5,t=0.1,and k = 3 with ot = 1.

X Error

0.1 | 1.60244 x 10~°
0.2 | 479732 x 107
0.3 | 7.9883x107°
04 | 1.11728 x 1073
0.5 | 1.43482 %1073
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Fig. 5: 3D-Plot of u(x,t)for considered Example 4.2 when ¢ = 0.01, p = 2.5 with @ = 1. (a) Third approximate solution
(b) Exact solution (c) Absolute error |u.xat — ugpp|.
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Fig. 6: Plot of the third approximate solution of u (x,#) with respect to 7 at x = 5 for considered Example 4.2 when ¢ = 0.01
and p = 2.5, with distinct «.
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Fig. 7: Plot of the third approximate solution of u(x,#) with respect to x at ¢ = 1 for considered Example 4.2 when
¢ =0.01, p=2.5, with distinct «.
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Fig. 8: Plot of the third approximate solution of u (x,#) (blue) and the exact solution (black-dashed line) with respect to x
for considered Example 4.1 when w = 1,y = 0.1, = 0.1 and a=1.

5 Conclusion

In this paper, ARA-RPSM was successfully implemented to get accurate solution of the time-fractional
Kaup-Kupershmidt equation. Results obtained show great agreement with known techniques. The performance of
ARA-RPSM shows its effectiveness, precision, and ability to yield analytical and numerical solutions to an extensive
range of fractional physical phenomena that arise in physics and engineering. In future work, we intend to use
ARA-RPSM to solve fractional integral equations.
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Table 4: Error analysis for Example 4.2 when ¢ = 0.01, p=2.5,and k = 3 with o = 1.

t X Error t X Error
1] 692109 x 107> 1| 1.48982x 1077
2 | 1.42901 x 10~* 2 | 3.7541x 107
025 | 3 | 2.05759x10~* | 0.75 | 3 | 5.73018 x 10~*
4| 254136 x 1074 4| 7.2948 x 1074
5 | 2.86425 x 107* 5 | 8.38458 x 10~*
1] 1.18954 x 10~% 1] 1.59143x 104
2 | 2.68238 x 10~* 2 | 692109 x 107>
0.5 | 3| 3.97051 x 1074 1 3 | 1.42901 x 10~*
4| 497626 x 1074 4| 2.05759x 1074
5 | 5.66245 x 10~* 5 | 2.54136 x 10~*

References

[1] I. Podlubny, Fractional Differential Equations, vol. 198 of Mathematics in Science and Engineering, Academic Press, San Diego,
Calif, USA, (1999).
[2] K. Oldham and J. Spanier, The fractional calculus theory and applications of differentiation and integration to arbitrary order,
Elsevier, (1974).
[3] K. Miller and B. Ross, An introduction to the fractional calculus and fractional differential equations, Wiley, (1993).
[4] D. Baleanu and H. Jassim, Approximation Solution of the Damped Wave Equation and Dissipative Wave Equation in Fractal
Strings, Fractal and Fractional, 2019, 3, 26.
[5] S. Cifani and E. Jakobsen, Entropy solution theory for fractional degenerate convection- diffusion equations, In Annales de I'THP
Analyse non linéaire, 28(3), 413-441 (2011).
[6] J. Sabatier, O. Agrawal and J. Machado, Advances in fractional calculus (Vol. 4, No. 9), Dordrecht: Springer,(2007).
[7]1 F. Mainardi, M. Raberto, R. Gorenflo and E. Scalas, Fractional calculus and continuous-time finance II: the waiting-time
distribution, Physica A: Statistical Mechanics and its Applications, 287(3-4), 468-481 (2000).
[8] S. Zhang and H. Zhang, Fractional sub-equation method and its applications to nonlinear fractional PDEs, Physics Letters A,
375(7), 1069-1073 (2011).
[9] S. Hasan, M. Al-Smadi, A. El-Ajou, S. Momani, S. Hadid and Z. Al-Zhour, Numerical approach in the Hilbert space to solve a
fuzzy Atangana-Baleanu fractional hybrid system,Chaos Solitons Fractals, 143: 110506 (2021).
[10] M. Caputo, Linear models of dissipation whose Q is almost frequency independent, II, Geophysical Journal International, 13(5),
529-539 (1967).
[11] G. Adomian, A review of the decomposition method in applied mathematics, Journal of mathematical analysis and applications,
135(2), 501-544 (1988).
[12] Q. Wang, Numerical solutions for fractional KdV-Burgers equation by Adomian decomposition method, Applied Mathematics
and Computation, 182(2), 1048-1055 (2006).
[13] A. Burgan, M. Shqair, A. El-Ajou, S. Ismaeel and Z. Al-Zhour, Analytical solutions to the coupled fractional neutron diffusion
equations with delayed neutrons system using Laplace transform method, AIMS Mathematics,, 8(8), 19297-19312 (2023).
[14] A. El-Ajou, Z. Odibat, S. Momani and A. Alawneh, Construction of analytical solutions to fractional differential equations using
homotopy analysis method, International Journal of Applied Mathematics, 40(2), (2010).
[15] S. Das, Analytical solution of a fractional diffusion equation by variational iteration method, Computers and Mathematics with
Applications, 57(3), 483-487(2009).
[16] H. J. He, Approximate analytical solution for seepage flow with fractional derivatives porous media, Computer Methods in
Applied Mechanics and Engineering, 167(1-2),57-68 (1998).
[17] A. El-Ajou, M. Shqair, I. Ghabar, A. Burgan and R. Saadeh, A solution for the neutron diffusion equation in the spherical and
hemispherical reactors using the residual power series, Front. Phys, 11, 1229142 (2023).
[18] M. Shqair, I. Ghabar and A. Burqan, Using Laplace Residual Power Series Method in Solving Coupled Fractional Neutron
Diffusion Equations with Delayed Neutrons System, Fractal and Fractional, 7(3), 219(2023).
[19] M. Khandaqji and A. Burgan, Results on sequential conformable fractional derivatives with applications, J. Comput. Anal. Appl,
29(6), 1115-1125 (2021).
[20] A. Burqan, M. Khandagqji, Z. Al-Zhour, A. El-Ajou and T. Alrahamneh, Analytical Approximate Solutions of Caputo Fractional
KdV-Burgers Equations Using Laplace Residual Power Series Technique, Journal of Applied Mathematics, 1, 7835548(2024).
[21] A. El-Ajou, Taylor’s expansion for fractional matrix functions: theory and applications, J. Math. Computer Sci., 21, 1-17 (2020).
[22] M. Shqair, A. El-Ajou and M. Nairat, Analytical solution for multi-energy groups of neutron diffusion equations by a residual
power series method, Mathematics, 7(7), 633 (2019).
[23] M. Al-Smadi, O. Abu Arqub and S. Hadid, Approximate solutions of nonlinear fractional Kundu-Eckhaus and coupled fractional
massive Thirring equations emerging in quantum field theory using conformable residual power series method, Physica Scripta,
95(10), 105205 (2020).

© 2025 NSP
Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp

520 %N S\ I. Ghabar, A. Burqab, and A. Al-Natoor: A Semi-Analytical Technique for Solving ...

[24] R. Saadeh, A. Qazza and A. Burqan, A new integral transform: ARA transform and its properties and applications, Symmetry,
12(6), 925 (2020).

[25] A. Burgan, R. Saadeh, A. Qazza and S. Momani, ARA-residual power series method for solving partial fractional differential
equations, Alexandria Engineering Journal, 62, 47-62 (2023).

[26] D. J. Kaup, On the inverse scattering for cubic eigenvalue problems of the class equations, Stud. Appl. Math., 62, 183—-195 (1980).

[27] B. A. Kupershmidt, A super Korteweg-de-Vries equations: an integrable system, Phys. Lett. A, 102, 213-218 (1994).

[28] M. Inc, On numerical soliton solution of the Kaup-Kupershmidt equation and convergence analysis of the decomposition method,
Appl. Math. Comput., 172(1), 72-85 (2006).

[29] E. Fan, Uniformly constructing a series of explicit exact solutions to nonlinear equations in mathematical physics, Chaos Solitons
Fractals, 16, 819-839 (2003).

[30] M. J. Ablowitz and P. A. Clarkson, Solitons, nonlinear evolution equations and inverse scattering, Cambridge University Press,
Cambridge, (1991).

[31] H. W. Tam and X. B. Hu, Two integrable differential-difference equations exhibiting soliton solutions of the KaupKupershimdt
equation type, Phys. Lett. A, 272, 174-183 (2000).

[32] D. Prakasha, N. Malagi,P. Veeresha and B. Prasannakumara, An efficient computational technique for time-fractional kaup-
kupershmidt equation, Numer Meth Partial Differ Equ, 37(2), 1299-1316 (2021).

© 2025 NSP
Natural Sciences Publishing Cor.



	Introduction
	Basic Definitions and Theorems
	Constructing Series Solution of the Time-Fractional KK Equation
	Numerical Examples
	Conclusion

