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Abstract:  Overall, there has been a 21% reduction in new COVID-19 cases and a 17% reduction in deaths during the 
most recent 28-day period (April 24 to May 21, 2023) compared to the previous 28-day period (March 27 to April 23, 
2023). However, there are regional variations in the situation. The WHO Western Pacific and African Regions have seen 
an increase in reported cases, while the Western Pacific, African, American, South-East Asian, and American Regions 
have observed an increase in mortality. As of May 21, 2023, there have been a total of 6.9 million fatalities and over 766 
million confirmed cases worldwide. This information can be found on the homepage of the World Health Organization 
(WHO). This paper focuses on the application of machine learning and statistical models to predict COVID-19 data. Both 
machine learning and statistical theory aim to find predictive functions from the available data through statistical 
inference. The study compares a time series model as a statistical approach and a decision tree model as a machine learning 
approach, using various statistical metrics. The findings indicate that the decision tree model exhibits the highest level of 
accuracy. The study specifically examines new cases of COVID-19 infection in the Kingdom of Saudi Arabia from 
January 3, 2020, to June 3, 2023, utilizing data obtained from the World Health Organization website.  

Keywords:  Machine learning, Decision tree model, Statistical model, Prediction, Forecasting Statistical inference. 
 

1. Introduction 

The Covid-19 pandemic has emerged as a global health crisis, presenting an urgent need for effective analysis and 
understanding of the vast amounts of data generated by the disease [1]. Traditional statistical methods have been widely 
used to examine Covid-19 trends and patterns, but the integration of machine learning models and time series models 
offers promising opportunities to derive deeper insights from this complex data [2]. Machine learning models are known 
for their ability to handle large and diverse datasets, identify intricate relationships, and make accurate predictions [3]. In 
the context of Covid-19 analysis, machine learning techniques provide a powerful framework for forecasting infection 
rates, estimating healthcare resource demands, and identifying influential factors [4]. Previous studies have successfully 
employed machine learning algorithms, such as support vector machines, random forests, and neural networks, to forecast 
the spread of the virus and assess its impact on various population groups [5]. Time series models, specifically designed 
to capture temporal dependencies, play a crucial role in understanding the dynamics of infectious diseases [6]. By 
leveraging the temporal nature of Covid-19 data, time series models offer valuable tools for modeling and predicting case 
counts, hospitalizations, and mortality rates over time [7]. Auto-regressive integrated moving average (ARIMA), 
exponential smoothing methods, and state space models are examples of time series models that have been applied to 
analyze Covid-19 data, revealing underlying patterns and trends.  

This paper [8] aims to explore the effectiveness and comparative performance of machine learning models and time series 
models in analyzing Covid-19 data. By utilizing diverse datasets encompassing infection rates, testing data [9], and 
vaccination statistics, we seek to evaluate the strengths and limitations of these modeling approaches. Additionally, we 
will investigate the impact of different feature engineering techniques, model selection strategies, and parameter tuning 
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on the predictive accuracy and interpretability of the models. 

To support our analysis, we will discuss relevant studies that have utilized machine learning models and time series 
models in the context of Covid-19 analysis. These studies [10] have demonstrated the potential of these approaches in 
predicting infection rates, identifying high-risk areas, and informing public health interventions. By examining the 
findings and methodologies of these studies, we aim to contribute to the body of knowledge surrounding the application 
of machine learning and time series models in understanding and managing the Covid-19 pandemic.  

Liao and Hsieh [11] focuses on predicting daily and cumulative confirmed cases of Covid-19 using statistical models. 
The study explores various factors influencing the spread of the virus and provides insights into forecasting Covid-19 
cases.  

Chinazzi et al. [12] investigate the impact of travel restrictions on controlling the spread of Covid-19. The study utilizes 
mathematical modeling to analyze the effectiveness of travel restrictions in mitigating the transmission of the virus.  

Debnath and Berk [13] examine the potential applications of artificial intelligence (AI) in managing the Covid-19 
pandemic.  

The paper [14] discusses the opportunities, challenges, and ethical considerations associated with the use of AI 
technologies in various aspects of Covid-19 management.  

Yang et al. [15] proposes a modified epidemiological model (SEIR) combined with artificial intelligence techniques to 
predict the trend of Covid-19 in China. The study highlights the importance of integrating mathematical modeling and AI 
methods for accurate prediction and effective public health interventions.  

Lakhani et al. [16] focuses on time series forecasting of daily Covid-19 cases using machine learning models.  

The paper [17] explores different machine learning algorithms and their performance in predicting the spread of the virus, 
providing insights into the potential of these models for accurate forecasting.  

The paper of Mahmood et al. [18] focuses on predictive modeling and forecasting of Covid-19 using statistical learning 
models. It explores the application of various statistical techniques to predict the spread of the virus and provides insights 
into the accuracy and performance of these models.  

In [19] the authors apply Bayesian hierarchical modeling to analyze the Covid-19 epidemic in the United States. The 
paper explores the use of hierarchical modeling to estimate parameters, assess uncertainties, and make predictions about 
the future course of the pandemic.  

Jiang et al. [20] propose a dynamic forecasting model for Covid-19 and applies it to analyze the situation in China. The 
model incorporates time-varying parameters and accounts for the changing dynamics of the pandemic, providing accurate 
short-term forecasts and aiding decision-making. 

2.  Time Series Model  

Time series forecasting can also be done using ARIMA models.[21] The two most popular methods for time series 
forecasting are exponential smoothing and ARIMA models, which offer complimentary solutions to the issue. Aiming to 
characterize the autocorrelations in the data, ARIMA models differ from exponential smoothing models in that they are 
based on a description of the trend and seasonality in the data [22]. Using a linear combination of predictors, we forecast 
the variable of interest in a multiple regression model. In an auto-regression model [23], the variable of interest is predicted 
using a linear combination of the variable's prior values. It is a regression of the variable against itself, as indicated by the 
word auto-regression. Alternatively, a p-order auto-regressive model [24] can be expressed as  

Z! = 	C	 +	θ"y!#" + θ$y!#$+. . . . . +θ%y!#%+∝ t                                  (1) 

where white noise is dented by  ∝ t , Similar to a multiple regression, except that the predictors are the lagged values of 
yt. it is known as an AR(p) model, which stands for an auto-regressive model of order p. 

Moving average models use previous prediction mistakes in a regression-like model as opposed to prior values of the 
forecast variable as in a regression. 

Z! = 	C	 +		α"ε!#" +	α$ε!#$+. . . . . +α&ε!#&, +ε!                                (2) 

White noise denoted by ε! .then   a moving average model of order q. denoted by MA(q),   

Akaike’s Information Criterion (AIC) [25], is used to select the predictors for regression, and it is used to determine the 
order of an ARIMA model. It can be written as [26] 



 Inf. Sci. Lett. 3, No. 2, 387- 393 (2024)          /  http://www.naturalspublishing.com/Journals.asp                                                   389 

 
                                                                                                                                                                                                                                                   © 2023 NSP 
                                                                                                                                                                                                                                                                                      Natural Sciences Publishing Cor. 
 

AIC = 	2Log(L) 	+ 2(p + q	 + k	 + 1),                                   (3) 

here   L refers to the likelihood of the data. 

 
Fig. 1: Decision Tree 

Decision trees are a popular classification method that organizes examples in a hierarchical structure[27], starting from 
the root and extending to leaf or terminal nodes, which determine the classification of each example [28]. At each node 
of the tree, a specific attribute is used as a test case, and the edges branching out from the node represent different potential 
outcomes based on the test case [29]. This recursive process is repeated for each sub-tree, allowing for further refinement 
of the classification. In conclusion, decision trees offer a straightforward and intuitive approach to classification tasks[30]. 
Their ability to capture complex decision boundaries and provide interpretability makes them a valuable tool in various 
domains[31]. However, careful consideration of over-fitting and appropriate parameter tuning is necessary to ensure their 
optimal performance. 

3. Data Analysis 

Daily data for new cases of Covid-19   infection in the Kingdom of Saudi Arabia were obtained from January 3, 2020, to 
June 3, 2023.   from the World Health Organization (WHO) website. 

4. Numerical results  

The performance of the students that available historical in King Abdul Aziz University.  

4.1 ARIMA Model for New cases 

 
Fig. 2:  Time Series Plot of New cases  

19 cases from 3.6.2020 to 3.6.2023. The figure shows two peaks for-The figure shows the time series of Covid 
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19 cases on 31.5.2020 and the second peak 17.5.2020-the first Covid . 

 
Fig. 3: Forecast with Best ARIMA Model for new_cases 

Table 1: Final Estimates of Parameters 
Type Coef SE Coef T-Value P-Value 
AR   1 -0.2812 0.0677 -4.15 0.000 
AR   2 -0.6542 0.0674 -9.71 0.000 
MA   1 -0.3263 0.0713 -4.57 0.000 
MA   2 -0.7183 0.0725 -9.91 0.000 
MA   3 -0.1880 0.0369 -5.09 0.000 
MA   4 -0.0602 0.0388 -1.55 0.121 
MA   5 0.0988 0.0359 2.75 0.006 
Constant -0.00 7.75 -0.00 1.000 

The p-value for the auto-regressive term is below the 0.05 level of significance. The coefficient for the auto-regressive 
term is statistically significant, thus you may infer that the term should be kept in the model. 

Table 2: The selected Model with d = 1 
AR(p) MA(q) Loglikelihood AICc AIC BIC 
2 5 -7859.21 15736.6 15736.4 15782.7 
1 5 -7881.42 15777.0 15778.8 15819.9 
0 5 -7883.41 15780.9 15780.8 15816.8 

The best model to interpret and one that is more capable of forecasting is one with fewer values. As shown from table 2. 
the best model is (2,1,5). 

4.2 Decision Tree  

Table 3: Response Information, where the mean of the response is 668, the first quartile (Q1)is 70, the median is 244 
and the upper quartile (Q3)is  916. 

Mean StDev Minimum Q1 Median Q3 Maximum 
668 1017 0 70 244 916 5928 
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Fig. 4: Optimal Tree Diagram: The top node of the tree and the only node without parents is the root node.  

Depending on the features of the data, the data at each node is divided into 2 children. Nodes split until there is no 
more data left in the tree to split. In other words, it is impossible to further divide the terminal nodes into groups. 

Table 4: The accuracy of models :  The table compares the accuracy of the training model and testing model using 
statistical metrics, where the lower value of MAPE is more accuracy.  

 ARIMA (2,1,5) Decision Tree 
Statistics Training Test Training Test 
R-squared 98.04% 97.18% 98.06% 97.61% 

Mean absolute percent error (MAPE) 0.3325 0.3383 0.0099 0.0101 

5.  Results and Discussion  

The global impact of the Covid-19 pandemic has necessitated a shift towards learning to coexist with the virus while 
taking necessary precautions. Recognizing that this ongoing pandemic may persist for years to come, it becomes 
imperative to strike a balance between safeguarding public health and maintaining essential societal functions. In this 
study, our focus was on the prediction of Covid-19 cases in the Kingdom of Saudi Arabia (KSA), employing both machine 
learning and statistical models. Our investigation involved a comparative analysis of machine learning and statistical 
models to gain insights into their predictive capabilities for Covid-19. Specifically, we examined the accuracy of the 
decision tree model in predicting new cases of Covid-19, contrasting it with time series models based on statistical 
measures. The results, as presented in Table 4, highlight the superior accuracy achieved by the decision tree model. 
Furthermore, Figure 2 provides a visual representation of the time series data, illustrating the actual and forecast trends 
of Covid-19 cases. This visualization serves to enhance our understanding of the predictive performance of the models 
employed. 

These findings underscore the potential of machine learning approaches, particularly the decision tree model, in 
effectively predicting new Covid-19 cases. By leveraging such models, policymakers and healthcare authorities can make 
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informed decisions and implement targeted interventions to mitigate the spread of the virus. 

6. Conclusion and perspectives 

In conclusion, our study contributes to the growing body of research aimed at predicting and understanding the dynamics 
of Covid-19. The utilization of machine learning and statistical models provides valuable insights into the prediction of 
Covid-19 cases in the KSA context. As we continue to navigate this prolonged pandemic, such predictive models can 
play a crucial role in informing public health strategies and facilitating effective decision-making. 
Looking ahead, there are several promising avenues for further research and application in the field of Covid-19 
prediction. Firstly, exploring the integration of real-time data sources, such as mobility patterns, social media sentiment, 
and environmental factors, can enhance the predictive models' accuracy and timeliness. Additionally, incorporating 
individual-level data, such as age, preexisting conditions, and vaccination status, can provide valuable insights into the 
differential impact of the virus on various population groups. Furthermore, investigating the long-term effects of Covid-
19 on health outcomes and understanding the potential for recurrent waves or seasonal patterns can aid in developing 
proactive mitigation strategies. Collaboration between researchers, policymakers, and public health agencies is essential 
to harness the full potential of predictive models and ensure their effective use in guiding public health interventions and 
decision-making at local, national, and global levels. In summary, this study highlights the effectiveness of machine 
learning and statistical models in predicting Covid-19 cases. By considering these perspectives, we can further advance 
our understanding of the pandemic and empower decision-makers with accurate and timely information for effective 
response and management. 
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