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Abstract: The Internet of Things (IoT) is a crucial part of the future Internet. It can obtain and transfer data, making things more

effective. The energy consumption of nodes is a challenge in IoT networks. Innovation in IoT is a dynamic and evolving field. The IoT

plays a significant role in contributing to sustainable cities and economies. Clustering is an IoT data collection strategy that decreases

energy usage by generating clusters out of IoT nodes. The Cluster Head (CH) supervises all Cluster Member (CM) nodes within each

group, enabling the establishment of both intra-cluster and inter-cluster connections. Numerous algorithms are available to extend the

IoT’s remaining energy time, increase the number of nodes that are in an active state, and lengthen the network’s lifespan. These

algorithms use optimization and clustering approaches to improve the network’s overall performance and energy efficiency. In this

paper, a comparison between five algorithms is carried out, which are Low Energy Adaptive Clustering Hierarchy (LEACH), Artificial

Fish Swarm Algorithm (AFSA), Genetic Algorithm (GA), Energy-Efficient Routing using Reinforcement Learning (EER-RL), and

Modified Low Energy Adaptive Clustering Hierarchy (MODLEACH). According to the comparison between the five algorithms, the

AFSA algorithm proved the highest efficacy, yet the GA algorithm remained superior in certain conditions.

Keywords: The Internet of Things- Cluster Head- Energy - Cluster Member.

1 Introduction

The IoT describes a network consisting of interconnected
physical devices or items via the Internet, enabling them
to interact and communicate amongst themselves and
with users. This connectivity allows users to monitor and
control these devices remotely [1]. The IoT is
increasingly significant in smart homes, cities, industries,
and other domains. With the IoT continually evolving, a
growing variety of devices will gain the ability to connect
and make use of its features. According to forecasts, the
number of linked devices is predicted to reach 80 billion
by 2030, equating to approximately 21 connected devices
for each individual [2]. The expansion of IoT is shaping it
to be the future technology of the coming years. IoT
devices typically come equipped with sensors that collect
and transmit data over the Internet for monitoring,
control, or decision-making purposes. Most of this data is
gathered in real-time to enable accurate decision-making
regarding the device’s condition [3]. IoT technologies can

collect, measure, and analyze their surroundings,
potentially leading to enhancements that improve the
quality of life [4]. This situation simplifies
communication between humans and objects through
novel means facilitating the development of smart cities
[5]. However, the network’s inherent characteristics pose
challenges, including reliability,

redundancy, and the presence of a diverse network
with multiple nodes. These challenges can affect the
performance of routing protocols at the network layer [6].
Hierarchical routing is an effective solution to enhance
the longevity of IoT devices. Nodes are grouped into
clusters, and each is managed by a node known as a
Cluster Head [7,8]. As shown in Figure 1, the CHs serve
as intermediaries connecting the nodes within the cluster
around the central Base Station (BS). This intermediary
role reduces the necessity for multiple communication
hops and aids in conserving energy [9]. By utilizing
clustering, the network enhances its scalability and
network performance. Consequently, this leads to an
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Fig. 1: The overview includes CHs and a BS.

extension of battery life and an increase in the overall
lifespan of the network [10].

In a clustered network, several CM nodes are linked
to a single CH node [11]. The CM nodes serve as
standard network nodes and execute various tasks like
transmitting data to the CH node. After the CH node
receives and combines the data, it forwards them to the
BS. Using a single-hop or multi-hop approach, depending
on the specific application and network size, this routing
approach reduces energy consumption and significantly
minimizes communication among IoT nodes. The CH
node is in charge of overseeing internal communication
and data transfer within each cluster. [12].

Many algorithms aim to increase the lifespan and
energy efficiency of IoT networks. This paper aims to
compare five of these algorithms.

The first algorithm is the LEACH, which aids in
reducing power consumption via clustering. A few CHs
are chosen based on cluster rotation, and other nodes join
these cluster heads to build clusters. Sent to the
appropriate CH for aggregation, the CH subsequently
relays the detected data to the BS [13].

The second algorithm is the Genetic Algorithm. It
assesses all chromosomes by computing the fitness
function encompassing three parameters: the cluster
distance, the final node’s energy depletion round, and the
initial node’s energy depletion round [14].

The third algorithm is the Artificial Fish Swarm
Algorithm, which consists of three essential components:
following behavior, swarming behavior, and search
behavior [15]. In AFSA, individual fish enhance their
positions by learning from the best-performing fish. This
algorithm finds application in IoT networks by optimizing
network resource allocation, routing strategies, and sensor
node deployment, ultimately leading to improved
efficiency and enhanced performance.

The fourth algorithm is Energy-Efficient Routing
using Reinforcement Learning, in which devices can
enhance their routing decisions by exchanging localized
information within their vicinity. This optimization
minimizes energy consumption by selecting the most

efficient next-hop routes. The sender adds local data to the
packet’s header to achieve this. Any adjacent device that
intercepts the packet can deduce this data from the header.
The shared local data includes device identification,
remaining energy levels, positional coordinates, and hop
count. EER-RL comprises three key phases: network
initialization and cluster head selection, the formation of
clusters, and the transmission of data [16].

The fifth algorithm, the MODLEACH, adapts the
LEACH algorithm. The objective of MODLEACH is to
optimize the energy usage of IoT devices. It dynamically
chooses cluster heads that manage communication within
clusters to ensure that devices are evenly divided among
energy-intensive activities [17].

The rest of this paper is structured as follows: A
review of the relevant literature for the chosen cluster
head method algorithms for IoT is provided in Section 2.
Section 3 contains the specifics of the comparing
algorithms. The performance study, MATLAB
implementation, and simulation results of the algorithms
are presented in Section 4. Conclusion and future work
are presented in Section 5.

2 Literature review

In [18], the LEACH algorithm uses a cluster formation
process where nodes autonomously select themselves as
cluster heads, and this selection probability is directly
related to their residual energy levels. The network’s
energy load is evenly distributed, and nodes assume the
role of cluster heads when they have more energy
remaining.

S. Bhatia, A. Kumar, and A. Shuhail [19] employ
cluster head nodes designated for each cluster to relay
information to the BS. The network comprises numerous
sensor nodes organized into clusters through clustering.
The selection of cluster heads within each cluster is based
on the highest available energy and the shortest distance
between nodes. The cluster head receives data collected
by the other nodes within the cluster. Subsequently, this
information is consolidated at the nearest cache node to
the cluster heads. The metric employed to compute the
distance between the cache node and the cluster head is
referred to as Euclidean distance.

Also, S. Rabah, A. Zaier, and H. Dahman [20] utilized
genetic algorithms within the base station to select the best
IoT nodes from among the qualifying nodes, designating
them as Cluster Heads. These chosen CHs are responsible
for gathering data from the other nodes and relaying it to
the BS, marking the completion of a single round. After
each round, the BS reevaluates the energy levels of the IoT
nodes, which may potentially lead to the formation of new
clusters. The primary criterion for selecting CHs is their
Fitness parameter determined by the qualifications of the
IoT nodes.

In [21], The CHs are chosen using an optimized
genetic algorithm for CH election. Node density, distance,
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energy, and the heterogeneous node’s capability are the
four criteria integrated into the GA-based CH selection
process and used to create a fitness function. Reducing
intra-cluster distance, effectively managing node energy
within the cluster, minimizing hop count, and favoring the
selection of competent nodes as CHs are some essential
aspects that these criteria help optimize.

In [22], the artificial fish swarm algorithm draws
inspiration from the social interactions observed in
natural fish schools. The core concept behind AFSA
involves replicating fish behaviors such as hunting, group
formation, and tracking, all while incorporating a local
search component to enable individual fish to reach their
best. AFSA offers numerous advantages, such as rapid
convergence, adaptability, and precision.

In addition, D. Mechta and S. Harous [23] introduced
a setup phase that initiates each round. During this phase,
the base station acquires location information and the
remaining energy levels of all nodes within the network.
This information enables the virtual division of the
network area into zones, with the initial Cluster Heads
selected as the nearest nodes to each zone’s center. The
formation of clusters is accomplished using the artificial
fish swarm algorithm. For every group of CHs, initial
clusters are created during this process, and every node is
associated with the closest CH. Then comes the data
aggregation phase, in which every CH gathers data from
other nodes in its cluster. Finally, the data transmission
phase unfolds, encompassing the direct transfer of data
from each CH to the BS or potentially through other CHs.

Furthermore, Y. Serrestou, S Bouzid, M. Omri, and K.
Raoof [24] introduced reinforcement learning for lifetime
optimization, which efficiently manages energy
consumption by dynamically selecting the optimal path to
the sink node. This operates without requiring prior
knowledge of the network. Through a discovery process,
each node autonomously explores its neighboring nodes.
Subsequently, the learning process empowers each node
to make informed decisions about selecting the best
forwarder based on factors like remaining energy,
required energy, and hop count. This selection helps
prevent node isolation, balances energy consumption
across all sensor nodes, and ensures the successful
delivery of packets.

The authors in [25] use the MODLEACH algorithm
for cluster head selection, considering the sensor nodes’
probability and present energy levels. This probability
factor ensures an equitable chance for each sensor node to
become a CH over the entire network lifespan. The
algorithm within MODLEACH governs the process of
CH selection. After the CH is designated, all nodes
collaborate in transmitting data to the BS through the
chosen CH. The CH is entrusted with aggregating this
data, and the selection of CHs hinges on a predetermined
threshold value. Sensors are assigned varying energy
levels, with some starting at their maximum energy
capacity.

This paper compares the algorithms (LEACH, GA,
AFSA, EER-RL, and MODLEACH), and the MATLAB
code will be implemented and tested.

3 Comparison of clustering algorithms

In this section, a brief explanation of each algorithm will
be provided.

3.1 LEACH Algorithm

The LEACH employs a cluster-oriented routing approach
to reduce overall energy usage in a network. LEACH
groups deployed nodes in a region into clusters, each with
a CH node. The communication process involves two
main phases: the setup and steady-state phases.

The CH and member nodes inside each cluster are
selected during the setup phase. During the steady-state
phase, the CHs gather and consolidate data generated by
their respective cluster members and subsequently relay
this data to a central BS. This phase endures for a longer
duration compared to the setup phase due to the data
processing. As such, there is an increase in energy
consumption during the steady-state phase. In the setup
phase, the nodes designated as CHs for the current round
are chosen independently and randomly, provided that
their energy level exceeds a minimum threshold but
remains above zero.

The creation of a random number (Rn) is necessary for
a CH node to operate. where Rn ∈ [0,1]. The selection of
the CH node selection of the CH node when Rn ≤ T (n),
A threshold value obtained from Equation 1 is denoted by
T (n). The cluster’s nodes receive a nomination from the
CH node, chosen based on their proximity to the CH node.

t(n) =







p

1−p

(

r mod 1
p

) if n ∈ G,

0 otherwise.
, (1)

where represents the group of nodes that have not
been designated as CH nodes in the preceding selection
rounds, is the current number of selection rounds, and the
probability that a node will surpass every other node in
the network to become a CH node is denoted by . The CH
nodes selected for each cluster allocate time slots for data
transmission using Time Division Multiple Access
(TDMA). This system of data transmission orders for
each CH node enables them to optimize their resting
periods between transmissions.

3.2 Genetic Algorithm

The GA is an exploration technique that is rooted in the
concepts of natural selection and genetics. Chromosomes
and genes are the fundamental building components of a
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GA. In a binary code chain, the optimization parameters
are represented in bits. An objective function is employed
in the evolutionary process to separate the most adapted
individuals from each generation and reject the least
suited. Once the problem has been represented using
chromosomes, and an appropriate parameter has been
selected to distinguish between effective and ineffective
solutions, as determined by the objective function, the GA
is poised to identify the solution. Figure 2. shows a
general overview of the Genetic Algorithm. Here is a
detailed explanation of how the GA algorithm works in
IoT networks:

Initialization: The GA algorithm starts by generating
the first population of potential solutions. These denote
different routing pathways connecting the source and
destination nodes.

Evaluation: Every potential solution undergoes an
evaluation according to an objective function, which
could involve minimizing energy consumption or
maximizing the network’s lifespan.

Selection: Using a selection operator, a subset of
candidate solutions is chosen based on their fitness.

Crossover: In the realm of IoT sensor nodes, this
procedure entails the selection of pairs of CHs and the
creation of new offspring solutions through the utilization
of a crossover operator.

Mutation: The new population of CHs for the
subsequent iteration is formed from the offspring
solutions with the most significant fitness values. This
procedure is repeated until a halting requirement, such as
a maximum number of iterations, is satisfied.

Replacement: The new candidate solutions are
substituted for the least-fitting candidate solutions to
create the CH.

Termination: The procedure persists until a
termination criterion is satisfied.

3.3 AFSA Algorithm

The fundamental principle of the AFSA is derived from
the behavioral patterns observed in fish swarms. In the
underwater environment, fish have a natural ability to
locate areas with abundant prey. This situation arises from
the individual’s or group’s search for nourishment
through the fish. Subsequently, in the AFSA, artificial fish
navigate towards regions of higher prey density,
concentrating their efforts on capturing their targets.
Figure 3. provides an overview of the AFSA Algorithm.

This algorithm is versatile for tracking purposes and
operates without the need for prior knowledge of the
objective function’s value during IoT optimization. It
consistently delivers robust and effective results without
being overly sensitive. A detailed description of each
phase follows. The first component pertains to the
searching behavior of the fish, allowing them to explore
their aquatic environment freely in search of food. When
a significant food source is located, the fish quickly

Fig. 2: Flow chart of Genetic Algorithm.

Fig. 3: The vision of the AFSA algorithm.
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converge towards it. This behavior can be computed using
Equation 2, where Xn Represents the central position of
the artificial fish (AF).

X j = Xi +AFvisual ·Rand (2)

Here, Xirepresents the current state of AF and X j is
selected randomly from within its observable range. The
larger the AFvisual value, the simpler it becomes to detect
the AF . In Equation 3, if Yj is less than Yi, it signifies the
boundary of the problem’s last iteration, and the AF

moves forward. At time t, X
(t+1)
i represents the state of

the AF .

X
(t+1)
i = X t

i +

(

X j −X t
i

‖X j −X t
i ‖

)

·AFstep ·Rand (3)

The second component involves the swarming behavior
of the fish. Fish can procure food while in motion,
ensuring survival and avoiding potential threats. To avoid
clustering with their peers, they adhere to three principles:
cohesion, alignment, and movement along the same path
as other groups, as defined by Equation 4.

X
(t+1)
i = X t

i +

(

Xc −X t
i

‖Xc −X t
i ‖

)

·AFstep ·Rand (4)

The third component pertains to the following behavior.
When one fish’s movement pattern identifies a richer food
source, other fish promptly become aware of it. In this
context, Xi represents the current state of the AF , and the
AF scans its vicinity for di values less than AFvisual,
examining X j using Yj If Yj surpasses Yi, has a higher
concentration of nutrients (resulting in a higher cost
function value) with less congestion. Equation 5
calculates the distance between nodes and, representing
the length of the connecting line. Equation 6 supplies the
median value for the expected number of nodes allocated
to each cluster.

ED(q, p) =

√

√

√

√

d

∑
m=1

(qm − pm)2 (5)

µ =
N −K

K
(6)

Here, K represents the number of clusters, N signifies the
total count of IoT nodes, and µ stands for the average
number of IoT nodes per cluster.

3.4 EER-RL Algorithm

EER-RL enhances routing decisions among devices by
fostering the exchange of localized data with nearby
nodes, resulting in the more efficient selection of
subsequent hops and reduced energy consumption. When

a packet is transmitted, it contains a network. Any nearby
device capable of overhearing the transmission can
extract this data. EER-RL comprises three primary stages:
network setup and cluster head election, cluster
formation, and data transmission.

The initial stage in the network setup and cluster head
election procedure involves calculating the device’s initial
Q-value using the locally acquired data from the network
configuration phase. Upon receiving a message from the
BS containing its position coordinates, each device stores
the base station’s position and computes its initial
Q-value using Equation 7 and Equation 8, considering the
hop count and initial energy level. As each device has a
distinct energy level, a threshold distance is established
between the BS and the cluster heads to minimize
network overhead and assist IoT sensors far from the BS
in finding a CH.

Q =

{

1
Nh
, if Emin = Emax,

p
(

Er−Emin
Emax−Emin

)

+(1− p) 1
Nh
, if Emin 6= Emax.

(7)

Nh ≈
Dlink

TXrange
(8)

where p indicates the number of companions, Nh

indicates the distances between the nodes, Er is the
receiver energy, Emin is the lowest energy and Emax is the
most energy. Dlinkdenotes the distance of the link between
the nodes. In the second stage of cluster formation,
following the election of cluster heads, each CH sends an
invitation message to all devices within its transmission
range during the second stage of cluster creation. Each
CH sends an invitation message containing its ID,
coordinates, and starting Q-value. When non-CH devices
hear these invitation messages, they utilize the data to
choose which cluster to join based on variables like
distance. They then submit a request and their local
details to the assigned CH. When a device is positioned at
the intersection of multiple clusters and gets multiple
invites, it can join the cluster with the nearest channel.

In the third stage, the energy consumption model
accounts for energy usage by both the sender and receiver
following packet transmission. The sender typically
incurs higher energy consumption as it needs to amplify
the signal over a distance and transmit packets across the
network. This energy consumption model is employed to
compute the energy expended during packets’ sending or
receiving and keep the residual energy updated. Equation
9 illustrates the energy consumption model.

{

ETX(k,d) = Eelec ×K+Eamp × k× dm

ERX(k) = Eelec ×K
(9)

ETX(k,d) represents the energy expended by the sender
and ERX(k) indicates the energy used by the receiver.
Here, dm signifies the distance between nodes, k denotes
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the energy coefficient, Eelec stands for the initial energy
and Eamp represents the current energy level of each node.

3.5 MODLEACH Algorithm

The MODLEACH algorithm is a modified iteration of the
widely used LEACH algorithm. In the next round, a
predefined threshold for CH formation exists. If the
current cluster has effectively conserved energy and
maintains a level exceeding the specified threshold, It will
carry over into the next round as a CH. The utilization of
this algorithm significantly contributes to energy
conservation that would otherwise be consumed in
routing packets for the establishment of new CHs and
clusters. However, if the energy level of the CH dips
below a specific threshold, the algorithm selects a
replacement CH. To further control energy usage during
cluster formation, the algorithm introduces two distinct
power levels enhancing signal strength based on the
nature of the transmission. Three forms of transmission
are in a clustered network: transmission from the CH to
the BS, transmission between clusters, and intra-cluster
transmission.

Transmission inside a cluster includes all types of
communication within its members. In this type of
communication, data is sensed by member nodes and sent
to the CH. Inter-cluster transmission refers to the data
exchanged between two CHs, whereas CH-to-BS
transmission is the direct data transmission from a CH to
the BS.

The energy requirements for inter-cluster or
CH-to-BS communication differ from those for
intra-cluster communication. While the amplification
energy is uniform for all transmissions, employing lower
energy levels for intra-cluster communication instead of
CH-to-BS transmissions can result in substantial energy
savings. Moreover, incorporating multiple power levels
can reduce the packet drop rate.

MODLEACH employs a routing algorithm that
guides a node, serving as a CH, to utilize high-power
amplification. Once the node transitions to a cluster
member in the subsequent round, the routing algorithm
switches it to low-level power amplification.

4 Performance Evaluation

This section contrasts the simulation findings with the
LEACH, GA, AFSA, EER-RL, and MODLEACH
algorithms. The experiment resulted in three outputs: the
number of live nodes, delay, and residual energy. The first
part describes the simulation environment and then the
simulation results.

Table 1: Simulation set up

parameters Values

Size of a data packet 1024 byte

Efs 10PJ/bit/m2

Eelec 50nJ/bit

Emp 0.0013PJ/b/m4

EDA 5nJ/b/message

Distance threshold (do)
√

εfs

εmp
m

Table 2: Presents specifications for four cases.

Cases Radius No. of Nodes Eo p

1 400 m 300 Eo=0.5J 0.05

2 500 m 300 Eo=1J 0.05

3 500 m 300 Eo=1.5J 0.03

4 500 m 400 Eo=0.5J 0.05

4.1 Simulation Environment

The performance of the compared algorithms is examined
and evaluated using the MATLAB simulator. The primary
and essential parameters are shown in Table 1.

The experiment involved four variables: the number
of nodes, initial energy, number of clusters, and network
radius, with one variable changed while the other
variables were constant. An extensive set of sixty
experiments resulted in three outputs in each experiment:
the number of live nodes, delay, and residual energy. In
900 rounds, simulations were conducted. The base station
is located at the center of the grid. Due to the faster
transmission rate of IoT nodes, the packet size is 1024
bytes. The network features a circular layout with a radius
of 200m, 300m, 400m, 500m, and 600m, with a The
network comprises 100, 200, 300, 400, and 500 IoT
nodes, each with initial node energy (Eo) of 0.5J, 1J, 1.5J,
2J, and 2.5J. The Number of Clusters (No = p * n) where
n denotes the number of nodes, and p takes values of
0.03, 0.04, 0.05, 0.06, and 0.07, representing a percentage
of the total number of network nodes in use.
Specifications for four cases out of the sixty experiments
will be presented in Table 2.

4.2 Experimental Results

The sections below exhibit the live nodes, defined as the
count of nodes that are currently active in the network;
the delay, defined as the average end-to-end latency; the
residual energy, defined as the uses less energy and has
more incredible remaining energy; and the lifetime
defined as the period that the network is active.

4.2.1 Alive nodes

Figures 4, 5, 6, and 7 depict the number of alive sensor
nodes in each round for four cases. As depicted in the
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Fig. 4: shows the number of nodes alive in the 1st case.

Fig. 5: shows the number of nodes alive in the 2nd case.

Fig. 6: shows the number of nodes alive in the 3rd case.

figure, AFSA is energy-saving, but in some cases, GA
performs better. The LEACH, EER-RL, and
MODLEACH algorithms consume amounts of energy.
The last node of the AFSA algorithm dies in 900 rounds,
but in the GA algorithm, it dies in 800 rounds, and in the
EERRL algorithm and MODLEACH algorithm, it dies in
700 rounds, and the LEACH algorithm dies in 600
rounds.

Fig. 7: shows the number of nodes alive in the 4th case.

Fig. 8: depicts the total remaining energy in the 1st case.

4.2.2 Residual energy

Figures 8, 9, 10, and 11 present the overall remaining
energy during each round for four cases. It can be seen
that AFSA is generally energy-conserving, but in some
cases, GA performs better. The selection of CH aims to
improve performance based on distance, residual energy,
the degree of IoT nodes, and the uniform distribution of
clusters. The LEACH, EER-RL, and MODLEACH
algorithms consume much energy during their operation
and have the least energy remaining after 900 rounds.

4.2.3 Delay

One of the essential criteria for assessing network
performance is transmission delay. In Figures 12, 13, 14,
and 15, the performance of five algorithms is compared
based on average end-to-end latency. AFSA performs the
best, although GA outperforms others in some instances.
The algorithm introduces a delay due to the re-selection
of optimal CH nodes based on criteria. Notably, the
LEACH, EER-RL, and MODLEACH algorithms exhibit
significant differences.
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Fig. 9: depicts the total remaining energy in the 2nd case.

Fig. 10: depicts the total remaining energy in the 3rd case.

Fig. 11: depicts the total remaining energy in the 4th case.

5 Conclusion and future works

The IoT denotes a network of physical objects
interconnected to the Internet, facilitating communication
and information sharing. This paper focuses on the
challenges facing the Internet of Things regarding energy
consumption. Forming clusters from IoT nodes is a data
collection strategy in IoT known as clustering, which
effectively reduces energy usage. In this paper, the

Fig. 12: Delay vs. rounds in the 1st case.

Fig. 13: Delay vs. rounds in the 2nd case.

Fig. 14: Delay vs. rounds in the 3rd case.

LEACH, GA, AFSA, EER-RL, and MODLEACH
algorithms were compared, and MATLAB code was
implemented and tested for the count of active nodes per
round, the residual energy for each round, and the average
end-to-end delay. The AFSA algorithm was the most
effective when the five algorithms were compared,
although the GA algorithm still performed better in some
situations. The results were compared for further research
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Fig. 15: delay vs. rounds in the 4th case.

on the performance evaluation of artificial intelligence to
select the best result value for clustering techniques.
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