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Abstract: In an era marked by the exponential growth and sophistication of deepfakes, heightened concerns among the 
public about the increasing role of these manipulative digital creations in disseminating disinformation have become 
evident. The surge in AI-driven research focusing on deepfakes, spanning creation methods, detection techniques, and 
datasets, underscores the urgency to address the challenges posed by these deceptive technologies. While deep learning 
methods have proven successful in identifying and preventing deepfakes, the rapid evolution of deep-fake technology 
continues to present critical challenges, especially in the realm of image forgery detection. To address these challenges 
head-on, our paper introduces an advanced deepfake image forensics approach leveraging Convolutional Neural 
Networks (CNN), incorporating ResNet50, DenseNet121, and InceptionV3. These three prominent deep learning 
models are strategically combined in an innovative ensemble stacking methodology, surpassing traditional approaches 
to significantly enhance detection performance. High-level features are meticulously extracted from two distinct base 
models, DenseNet121 and InceptionV3, which are then synergistically combined and input into a Logistic Regression 
(LR) meta-model, serving as a robust classifier for final predictions. To ensure the reliability of our proposed approach, 
we conducted extensive training and fine-tuning using a large dataset comprising 70,000 real human faces from the 
Flickr dataset. This dataset was enriched with an additional 70,000 manipulated faces generated through the style-GAN 
technique. Through comprehensive evaluation, our approach demonstrated an exceptional accuracy of 98.7% in 
detecting image forgeries. Additionally, the Error Level Analysis (ELA) technique was applied to the dataset and 
employed across the three deep learning models. This advanced deepfake image forensics system stands as a significant 
contribution to ongoing efforts in combating deepfake risks. By empowering users to authenticate digital images and 
detect potential manipulations, it plays a pivotal role in safeguarding against misinformation and fraudulent activities. 

Keywords: Deep-fake, Image forensics, Ensemble stacking, Convolutional Neural Networks (CNN), ResNet50, 
DenseNet121, InceptionV3, Error Level Analysis (ELA). 

 
1 Introduction 

In our digitally driven society, the human face reigns supreme as our species’ greatest distinguishing feature. This 
distinction, however, has become the focal point of a technological revolution, giving rise to the multidimensional 
phenomena of deepfakes [1]. Face synthesis technology has grown at an unpredictable rate, and the security 
vulnerabilities associated with face modification have gained attention. Individuals’ faces can now be smoothly 
switched with those of others thanks to deep learning algorithms, generating a misleading authenticity that tests our 
discernment. Deepfake technology, which is part of the broader subject of artificial intelligence, propels the overlay of 
one person’s face onto another’s, which is choreographed by a symphony of algorithms, particularly generative 
adversarial networks (GANs) [2]. As a result, high-resolution deepfake images blur the border between reality and 
deception. 

The widespread use of cell phones and the exponential proliferation of social networking platforms has accelerated the 
spread of deepfake content, transforming it into a global threat. Not long ago, the human eye was capable of detecting 
deepfake images due to indicative signs such as the” pixel collapse phenomenon,” [3] which causes artificial visual 
inconsistencies in skin tones or facial contours. Deepfake technology, on the other hand, has evolved exponentially, 
with previously noticeable seems now expertly concealed by the technology that created them. This technology has seen 
extensive usage in the unauthorized placement of famous Hollywood celebrities’ faces onto explicit imagery and 
videos. Furthermore, it has been employed to generate deceptive content and spread rumors concerning political figures 
[4–6]. For instance, in 2018, a fabricated video featuring Barack Obama was circulated, falsely attributing words to him 
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that he never actually spoke [7]. Moreover, deepfakes have been employed in the context of the 2020 US election to 
manipulate videos of Joe Biden, including instances where his tongue appeared to be sticking out. Also, celebrities and 
public figures like Taylor Swift, Gal Gadot, Emma Watson, Meghan Markle, and many others have turned into the main 
targets of the potentially harmful effects of deepfake technology. 

Moreover, Deepfake victimization [8] has tentacles that reach across the United States and Asian societies, victimizing 
women and contributing to a culture life with misinformation, particularly on social media. As a result, deepfakes have 
emerged as a formidable threat to today’s generation, undermining the very foundations of trust and credibility. 
Therefore, these malicious applications of deepfakes pose a significant threat to our society and can contribute to the 
dissemination of misleading information. As society grapples with the consequences of defamation, deception, scams, 
and insecurity. Therefore, researchers and other several multinational corporations have risen to the occasion, 
relentlessly pursuing solutions to detect deepfakes. For instance, Facebook Inc. and Google launched a research 
initiative in attempting the detect and prevent deepfakes [9, 10]. 

Therefore, in the hope of contributing to the ongoing fight against image forgery and verifying the authenticity of digital 
images, our work primarily focuses on developing three CNN architectures—DenseNet121, Inception V3, and 
Resnet50—. Then developing a stacked ensemble model that combines features from two effective classification 
models; DenseNet-121 and InceptionV3 to robustly distinguish between fake and real images from a large dataset. 

The rest of the paper is organized as follows: Section 2 provides a summary of the relevant deep-learning detection 
techniques in the domain. Section 3 describes the dataset used for evaluating and testing the model. Section 4, is a 
detailed description of the methodology, followed by Section 5 which describes the evaluation metrics and results. 
Finally, Section 6 demonstrates the discussion and some conclusive points. 

2 Related Work 

In the rapidly changing field of deep learning technologies, the rapid evolution has brought about significant 
advancements as well as significant challenges in various areas. One particularly pressing challenge is the widespread 
emergence of deepfakes, which are highly sophisticated AI-generated media that convincingly mimic genuine content. 
These deepfakes pose significant risks to the authenticity and integrity of digital information. [11, 12]. 

Deepfakes are driven by deep neural networks and generative adversarial networks (GANs) [13], they have evolved 
from basic manipulations to highly realistic fabrications. While they were initially limited to entertainment purposes, 
these manipulated media have expanded their reach to disinformation campaigns, cyber threats, and violations of 
privacy [14]. As a result, there is an urgent need for a comprehensive and coordinated approach to address this issue. 

The increasing complexity of editing tools has led to a significant rise in the study of passive digital image forgery 
detection in recent research [15]. Researchers have explored both conventional digital forensic techniques and modern 
data-driven approaches, with a particular emphasis on deep neural networks (DNNs) [16, 17]. Video forgery detection 
has specifically addressed spatiotemporal inconsistency analysis indicative of manipulations [18, 19]. Despite progress, 
precise localization of manipulated regions within media remains a challenge. Ensuring model robustness to diverse 
real-world manipulation methods is a critical focus [20, 21]. 

Adversarial training strategies, augmenting datasets with challenging forged examples, are widely used to improve 
model robustness and generalization capability [22, 23]. However, challenges persist in handling previously unseen 
manipulation methods, leading to the exploration of few-shot meta-learning approaches for quick adaptation [24]. 

Many researches have been conducted to investigate the incorporation of biometric anti-spoofing systems and forensic 
applications, but there are persistent challenges in establishing confidence in passive forensic authentication systems 
[25, 26]. As digital media becomes increasingly prevalent in society, ongoing research focuses on various areas, such as 
hybrid detection approaches, enhanced localization, model resilience, reliable datasets, and real-time system 
implementation [27, 28]. The growing concern regarding security and privacy risks associated with deepfakes has led to 
the development of numerous methods for their detection and mitigation [23, 29]. 

The originality of this paper lies in its purposeful choice of three carefully designed CNN architectures. —
DenseNet121, Inception V3, and Resnet50— reflecting a commitment to a comprehensive and scientifically rigorous 
investigation. A comparative analysis of CNN-based techniques, highlighted in the current work, provides empirical 
evidence and insights into various CNN architectures [29, 30]. Our literature review provides a comprehensive 
overview of the current state of passive digital image forgery detection, with a specific focus on the escalating threats 
posed by deepfakes. The highlighted studies contribute to understanding manipulation techniques, model robustness, 
and emerging challenges in real-world scenarios, setting the stage for our unique contributions. 

In our paper, we tackle the pressing need for improved deepfake detection methods by employing an approach that 
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involves the competent selection of three different CNN architectures, namely DenseNet, Inception V3, and Resnet50. 
To enhance the resilience of our detection model, we incorporate the Error Level Analysis (ELA) technique prior to 
applying the CNN architectures. Going beyond individual models, our methodology involves the development of a 
stacked ensemble model using logistic regression, which combines the strengths of multiple algorithms to enhance 
overall detection performance. These contributions establish our work as a valuable contribution to the current 
discussion on deepfake detection. 

3 Dataset 

The dataset used in this research was sourced from Kaggle, encompassing a comprehensive collection of 70,000 real 
human faces retrieved from the Flickr dataset, meticulously curated by Nvidia Corporation. This dataset was augmented 
with an additional 70,000 fake images, extracted from a pool of one million fabricated faces generated through the 
style-GAN technique. The main motive behind the integration of these two distinct datasets, is to increase the diversity 
of the training data, and this helps the model generalize better to unseen data, improves its robustness, and reduces 
overfitting. All images underwent a uniform resizing process, resulting in a standardized resolution of 256x256 pixels. 

The collected dataset was divided into three distinct sets: training, validation, and test sets. This partitioning scheme 
involved allocating 70% of the dataset for training, 15% for validation, and 15% for testing. Specifically, the training 
set consisted of a total of 100,000 images, evenly split between 50% real images and 50% fake images. The validation 
set included 20,000 images, balanced between fake and real images. As for the test set, it comprised 20,000 images, 
equally divided into real and fake images. 

Generally, the main rationale behind this dataset division strategy is to ensure that the model can generalize well to new 
data, prevent overfitting, allow for early stopping, and provide an unbiased estimate of the model’s performance. Also, 
we employed data augmentation as the groundwork for the precise evaluation and analysis of the proposed deepfake 
detection models. A sample of the dataset is seen in Figures 1 and 2. 

 
Fig. 1: The real images. 

 
Fig. 2: The fake images. 

4 Methodology 

Our automated deepfake image forensics model depicted in Figure 3 is divided into the following stages; (1) A 
preprocessing stage which is split into two steps: data preparation and Error Level Analysis (ELA). This process helps 
to enhance data quality by identifying error levels in images. (2) A model learning stage, where we employ 3 CNN 
architectures, DenseNet121, Inception V3, and ResNet50. (3) A model ensemble stage, which is a judgmental analysis 
between the CNN approaches. This stage employs both stacking and average element-wise attributes. Through stacking, 
individual models are seamlessly integrated to form a meta-model using logistic regression, capturing diverse insights 
and augmenting overall predictive capability. (4) A model evaluation stage, which considers some performance metrics 
such as accuracy, recall, precision, and F1-score. 

In the following sections, we will provide a comprehensive explanation of the integrated algorithms in our model. We 
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will also provide a detailed explanation of the model to deepen the understanding of the complexities involved and pave 
the way for future developments in this ever-evolving field. 

4.1 Error Level Analysis (ELA) 

Error Level Analysis (ELA) [31, 32] works by saving an image again with a set error rate, usually 95%, and then 
finding the differences between the original and the changed images. When minimal change is observed, it indicates 
that the pixels have reached their local minima for error at that quality level. Conversely, a substantial alteration signals 
that the pixels are not at their local minima and essentially remain in their original state. ELA reveals distinct error-level 
variations across an image, strongly suggesting some form of digital manipulation. Specific areas of interest include the 
lips, shirt, and eyes, all of which exhibit significantly different error levels compared to their surroundings. This 
discrepancy implies potential alterations in colors and brightness within these regions. 

4.2 Convolutional Neural Network 

CNN [33] is a specialized category within machine learning, belonging to the broader family of artificial neural 
networks employed across various applications and data formats. Within the realm of deep learning algorithms, CNN 
stands out as a distinctive network architecture designed specifically for tasks involving image recognition and the 
manipulation of pixel data. 

While deep learning encompasses diverse neural network types, CNNs excel in the identification and classification of 
objects, making them the architecture of preference. This unique suitability positions CNNs as particularly effective in 
applications demanding computer vision, including pivotal scenarios like object recognition in self-driving cars and 
facial recognition technology. 

Residual neural network (ResNet50) 

Residual neural network (ResNet-50) [34] is a convolutional neural network comprising of 50 layers, serving as a 
foundational architecture for numerous computer vision tasks. ResNet is a classic neural network architecture widely 
employed as a backbone in various computer vision applications. The key innovation introduced by ResNet is its 
capability to facilitate the training of exceptionally deep neural networks, surpassing 150 layers, which marked a 
significant breakthrough in the field. Also, the presence of skip connections in ResNet enables the training of extremely 
deep networks, eases the training process, and prevents overfitting, allowing the model to generalize well to unseen 
data. 

Inception-v3 

Inception-v3 [35] is a convolutional neural network architecture hailing from the Inception family, characterized by 
notable enhancements. These improvements encompass the implementation of label smoothing, the utilization of 
factorized 7 x 7 convolutions, and the incorporation of an auxiliary classifier. The latter serves the purpose of 
propagating label information to lower levels of the network. Additionally, the model incorporates batch normalization 
for layers within the seedhead. These refinements collectively contribute to the efficiency and effectiveness of 
Inception-v3 in handling complex visual recognition tasks. 

DenseNet 

Dense Convolutional Network (DenseNet) [36] is a deep learning network that enhances training efficiency by 
increasing the depth of deep learning layers. It also establishes compact connections between layers. Each layer is 
intricately connected to all subsequent layers in the network. The connectivity pattern ensures that the first layer links to 
the 2nd, 3rd, 4th, and so forth, fostering optimal information flow across the network. 

Unlike ResNets, which aggregate features through summation, DenseNet employs concatenation to combine features. 
Each layer receives input from all preceding layers and transmits its own feature maps to all subsequent layers. 
Consequently, DenseNet requires fewer parameters than conventional convolutional neural networks, eliminating the 
need to learn extraneous feature maps. 

4.3 Logistic Regression (LR) 

Logistic Regression (LR) [37] is a model that predicts the probability of a discrete outcome based on input variables. 
Typically applied to binary outcomes (e.g., true/false, yes/no), this method is widespread. However, multinomial 
logistic regression extends its applicability to scenarios with more than two possible discrete outcomes. It serves as a 
valuable analytical tool, especially in classification problems where the goal is to ascertain the best-fit category for a 
new sample. 
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Fig. 3: Our proposed Model 

5 Evaluation and Results 

For implementing the model, we utilized the Python programming language, along with popular libraries and 
frameworks such as TensorFlow, Keras, and scikit-learn. The chosen implementation environment was Spyder, 
providing a user-friendly IDE for efficient coding and experimentation. The evaluation and results were calculated 
using performance parameters such as accuracy, precision, recall, and F1-Score [38]. 

Accuracy is a key metric for evaluating classification models. Informally, it represents the fraction of correct 
predictions made by our model. Formally, accuracy is defined by the following equation: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 	 #	*+	,*--.,/	0-.12,/2*34
5*/67		#	*+	0-.12,/2*34

                                                                                           (1) 

Accuracy can also be calculated in terms of positives and negatives, as illustrated by Equation 2. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 	 89:8;
5<:5=:><:>=

                                                                                                       (2) 

where TP = True Positives, TN = True Negatives, FP = False Positives, and FN = False Negatives. 

Precision, also known as positive predictive value, measures how well the model predicts positive values out of all the 
positive values predicted by the model, as expressed in Equation 3. 

Precision = 	 89
5<:><

	                                                                                                                   (3)       

Recall is employed to assess how effectively the model identifies true positives. A high recall indicates that the model 
excels at recognizing true positives. Conversely, a low recall value suggests that the model experiences a considerable 
number of false negatives, as illustrated in Equation 4. 

Recall = 	 89
5<:>=

                                                                                                                          (4) 

F1-Score represents the harmonic mean of precision and recall, offering a more robust estimate than the accuracy metric 
for wrongly categorized cases. This is expressed in Equation 5. 

F1 − Score = 	2 ∗ 9PQRSTSUV∗WQRXYY
9PQRSTSUV:WQRXYY

                                                                                              (5) 

To assess the performance of our model, we will demonstrate the outcome of the following two processes: (i) Directly 
employing three Convolutional Neural Network (CNN) models—ResNet50, DenseNet121, and Inception-V3 on a 
dataset comprising 140,000 genuine and manipulated facial images, detailed in Table 1. (ii) Utilizing ELA as a 
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preprocessing step prior to inputting the data into the model, as depicted in Table 2. 

The results outlined in Table 1 are obtained by training each model for 10 epochs. From the table, we can observe the 
effectiveness of different architectures in distinguishing real from fake faces. Upon careful examination, DenseNet121 
and InceptionV3 emerge as top performers, achieving impressive accuracy scores of 98.405% and 98.105%, 
respectively. Notably, DenseNet121 stands out with the highest precision, recall, and F1-score, solidifying its role as the 
primary model for this specific task. These findings emphasize the pivotal role of CNN architecture selection, even with 
extensive datasets, in achieving superior image classification results. 

The table also shows the classification accuracy of the ensemble average element-Wise model, exhibiting a notable 
increase by 0.3%, reaching 98.7%. The model combines the strengths of both DenseNet121 and InceptionV3 using a 
weighted averaging method, and is trained only for 10 epochs, with data augmentation. This outperformance shows the 
capability of the ensemble model for providing further enhancement. 

The stacked ensemble model, another aspect of our evaluation, utilized the capabilities of DenseNet121 and 
InceptionV3 by forwarding the output to the logistic regression (LR). To elaborate further, the base models 
(InceptionV3 and DenseNet121) are first trained on the original 140k dataset, and their predictions are utilized as input 
features. These predictions from the base models on the original dataset then function as input features for our stacking 
dataset. Each base model’s predictions create distinct feature columns in the stacking dataset, and we incorporate the 
true target label associated with the predictions from the original dataset. This model attained remarkable results, 
scoring the highest in recall and F1-score at 98.9% and 98.7%, respectively. In comparison with DenseNet121 alone, 
the stacked ensemble model achieved notable increases in accuracy, precision, recall, and F1-score by 0.25%, 0.1%, 
0.5%, and 0.3%, respectively. Similarly, when compared with InceptionV3, the stacked ensemble model demonstrated 
improvements in accuracy, precision, recall, and F1-score by 0.55%, 0.4%, 0.8%, and 0.6%, respectively. These results 
highlight the efficacy of ensemble model in consistently delivering better performance metrics, showing its potential for 
enhancing classification capabilities. 

Table 1: Results of the implemented models 
Models Accuracy Precision Recall F1-Score 
ResNet50 94.835% 92.6% 97.4% 94.9% 
DenseNet121 98.405% 98.40% 98.405% 98.404% 
InceptionV3 98.105% 98.13% 98.10% 98.10% 
Ensemble Average Element-Wise 98.7% 98.6% 98.6% 98.6% 
Stacked Ensemble Model 98.65% 98.5% 98.9% 98.7% 

In our pursuit of refining the classification process, we use ELA as a preprocessing stage before inputting data into our 
models. ELA, commonly employed in image forensics, aims to identify regions of interest in digital images. How- ever, 
our findings, presented in Table 2, reveal an unexpected result. While ResNet50, DenseNet121, and InceptionV3 
demonstrated significant performance when trained directly on the dataset for 10 epochs (as detailed in Table 1), the 
integration of the ELA resulted in a reduction in performance with all models. Notably, in ResNet50, there was an 
increase in precision of 1.33%, and the ensemble average element-wise model provided a slight improvement in 
precision by 0.03%. These findings suggest that ELA, which was adopted with the intention of improving the models’ 
performance, actually had a negative impact on their classification abilities. Although ELA may be useful for certain 
image analysis tasks, its effectiveness in this image classification scenario appears to be limited. Therefore, it may be 
necessary to consider alternative approaches for enhancing our models’ performance. 

Table 2: Results of the models with ELA 
Models Accuracy Precision Recall F1-Score 
ResNet50 94.54% 93.93% 93.10% 93.51% 
DenseNet121 95.88% 95.53% 96.26% 95.90% 
InceptionV3 96.26% 96.52% 95.98% 96.25% 
Ensemble Average Element-Wise 97.36% 98.63% 98.51% 98.43% 
Stacked Ensemble Model 97.89% 98.14% 97.74% 97.96% 

Finally, our proposed model demonstrates exceptional advantages in deepfake image forensics. With a commendable 
accuracy of 98.7%, the approach excels in accurately discerning manipulated images. The strategic use of ensemble 
models, particularly the stacked ensemble model, yields outstanding results in recall (98.9%) and F1-score (98.7%). A 
deliberate selection of ResNet50, DenseNet121, and InceptionV3 showcases a comprehensive approach to deep 
learning model choice. Despite challenges, the introduction of ELA reflects a commitment to exploring diverse image 
forensics techniques. Reliability is ensured through extensive training with a dataset of 70,000 real and manipulated 
faces. The incorporation of various evaluation approaches allows for a thorough understanding of model performance. 
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Despite mixed results, the inclusion of ELA signifies a willingness to experiment with different image analysis 
techniques. Overall, these advantages position the proposed methodology as a significant contribution to the evolving 
field of deepfake detection and image forensics, paving the way for further research and development. 

6 Conclusions 

This research tackles the crucial issues presented by the growing prevalence and escalating sophistication of deepfakes, 
which is causing concern among various stakeholders. Through an analysis of deepfake creation techniques, detection 
methods, and datasets, we were driven to offer a practical solution and establish a strong basis for further research 
endeavors within the field. Generally, our research builds on the success of deep learning methods to explore ways to 
address the challenges associated with deepfake images. 

The proposed model combines three essential models: ResNet50, DenseNet121, and InceptionV3. Beyond individual 
models, we use ensemble techniques, including ensemble average element-wise and stacked ensemble models. 
Extracting features from DenseNet121 and InceptionV3, these features strengthen the classification process in a logistic 
regression meta-model within stacked ensemble models. 

After a thorough evaluation, incorporating CNN-based models in an ensemble average-element-wise approach 
improved results by 0.3%. The stacked ensemble model further increased classification accuracy. This research has the 
potential to significantly contribute to combatting image fraud and manipulation, ensuring the integrity of digital visual 
content across diverse domains. 

Finally, by sharing our findings and approach, we aim to establish a solid foundation for other researchers who are keen 
to explore the field of image forensics detection and contribute to its advancement. 

Future work can explore the integration of advanced deep learning models, investigate ensemble techniques, and utilize 
transfer learning for further performance improvement. Optimizing parameters for enhanced efficiency and reduced 
processing time is another avenue for future exploration. Additionally, expanding the system’s capabilities to include 
additional image forgery detection techniques, such as copy-move and splicing forgery detection, can broaden its 
applicability and enhance its effectiveness in detecting a wider range of image manipulations. 
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