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Abstract: This study utilised the dynamics of three time-varying models to estimate six essential features of financial return volatility
that are relevant for robust risk management. These features include pronounced persistence, mean reversion, leverage effect or volatility
asymmetry, conditional skewness, conditional fat-tailedness, and the long-memory behaviour of volatility decomposition into long-term
and short-term components. Both simulation and empirical evidence are provided. Through the applications of these models using the
S&P Indian index, the study shows that the market returns are characterised by these volatility features. The study further used a
parametric model through the ARFIMA-FIGARCH models, and three semi-parametric approaches via the log periodogram estimator
of Geweke and Porter-Hudak (GPH), the local Whittle estimator, and the exact local Whittle estimator to estimate and determine the
presence of long memory in the returns and the return volatility, i.e., squared returns and absolute values of returns. The results of the
estimations indicate that the daily returns, squared returns, and absolute returns exhibit long memory, hence, shocks decay at a slower
rate. However, the persistence is lower in the returns when compared with the squared returns and absolute returns. Our findings from
the long-memory decomposition revealed that although the response to shocks is greater in the short-term component, it is, however,
short-lived. On the contrary, despite a high degree of persistence in the long-term component, market information or unexpected news
arrival only has a low long-run impact on the market. Based on this, the long-run investment risks within the Indian stock market seem
to be under control. Hence, our findings suggest that rational investors should try to stay calm with the arrival of unexpected news in
the market because the long-run effect of such news will not be severe, and the market will eventually return to its normal state.
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1 Introduction

Stock market indices are prone to be characterised by features of volatility such as pronounced persistence, mean
reversion, leverage effect (i.e., volatility asymmetry), conditional skewness, conditional fat-tailedness, and the
long-memory behaviour of volatility decomposition into long-run and short-run components [1]. Hence, these
characteristics are usually exhibited by financial returns (see [2, 3]). Volatility persistence is a process where the return of
today affects the future’s forecast variance [3]. The economic implications of the degree of persistence of a shock include
its influence on dynamic hedging policies, the valuation of options and the price of securities [4]. Mean reversion implies
that there is a normal volatility level to which volatility will eventually return. Asymmetry is a process in which positive
and negative shocks have different impacts on volatility. Asymmetry in equity returns is sometimes known as the
leverage effect [3]. The leverage effect implies that volatility tends to be higher following negative returns. Conditional
fat-tailedness implies that the standardised conditional return is more fat-tailed than the Normal distribution, while
conditional skewness denotes that the standardised return is not symmetric. The long-memory decomposition of
volatility occurs when volatility is decomposed into one short-term component and one long-term component [2].
Volatility on its own is not directly observable, hence its measurement and the modelling of its evolution rely on some
measurement methods. Two well-documented methods in the literature are the Generalised Autoregressive Conditional
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Heteroscedasticity (GARCH) model and the Generalised Autoregressive Score (GAS) model. These two models use the
conditional variance for measuring volatility (see [5-7]). Moreover, it is also well documented that the Beta-Skew-z-
EGARCH model can adequately model essential features of volatility [1, 2] for efficient risk management. Hence, these
three models can reliably capture some features of asset returns. However, it is well reported that asymmetric GARCH
models perform better at modelling volatility than the simple GARCH model (see [7]), since the simple GARCH model
is incapable of capturing asymmetries in the volatility process [8]. Therefore, this study applies a robust extension of
the GARCH model called the family GARCH (fGARCH) model [9] that incorporates the asymmetric volatility process.
Based on this, the fGARCH, GAS and Beta-Skew-t-EGARCH models are used to model the stated essential features of
volatility using the S&P Indian daily equity returns.

To be specific, the study comparatively applies the f{GARCH and GAS models to estimate the magnitude and
dynamics of the persistence (with mean reversion) in the conditional volatility of the returns. The main difference
between these models is that the f{GARCH model uses the dynamics of the residuals to drive the conditional variance,
while the GAS model uses the dynamics of the conditional score to drive the time-varying conditional variance.
Furthermore, the study comparably uses the one and two components of the Beta-Skew-r-EGARCH model to estimate
the asymmetry (leverage effect), skewness, fat-tails, and the long-memory behaviour of volatility decomposition into
long-term and short-term components. In addition, the study applies the parametric ARFIMA-FIGARCH' models, and
three semi-parametric approaches via the log periodogram estimator of Geweke and Porter-Hudak (GPH), the local
Whittle estimator, and the exact local Whittle estimator to determine the existence of long memory in the returns and the
return volatility, i.e., squared returns and absolute values of returns.

Engle and Patton [3] used the GARCH(1,1) model to estimate various stylised facts of volatility, namely, pronounced
persistence, mean-reversion and asymmetry in the Dow Jones Industrial Index returns from 1988 to 2000, and found a
highly persistence volatility estimate with a half-life of about 73 days. Moreover, the tendency of volatility to persist over
time is well documented in the literature (see [6, 10, 11] among others). Oh and Patton [12] used the GAS model with
a factor copula model to study systemic risk. Other GAS modelling applications are in credit risk analysis [13], spatial
econometrics [14, 15], and high-frequency data [16, 17], among others. See [5, 18] for more dynamic applications of the
GAS model. The applications of the Beta-Skew--EGARCH model for modelling relevant features of volatility are well
studied in Sucarrat [2], and Harvey and Sucarrat [1]. Moreover, the applications of the ARFIMA and FIGARCH models
for modelling long memory in various time series data have been widely used by authors like Sowell [19], Cheung [20],
and Bollerslev and Wright [21], among others. Also, the applications of the log periodogram frequency domain approach
of long memory modelling can be found in the works of Shea [22], Bobeica and Bojesteanu [23] and Vera-Valdés [24],
among others.

Our study should result in responses to the following questions. First, which assumed innovations are the most
adequate from the f{GARCH and GAS modelling to estimate the persistence of the volatility of the returns? Second, how
persistent is the market returns volatility? Third, how are the models compared in terms of performance? Fourth, what
volatility features characterise the returns and what are the implications on investment in the market? This study used the
daily S&P Indian index data, obtained from Thomson Reuters [25] from January 4th, 2010, to June 18th, 2021, with a
total of 2990 observations. We chose these periods so as to include the periods of both relative calm and the recent
volatility spike (market turmoil) caused by the global COVID-19 pandemic. Moreover, with a vast population, a rapidly
growing economy, and admirable investment opportunities, India is one of the greatest investment destinations in the
world. It is projected to have the largest population globally before 2030 [26], and its financial markets are increasingly
attracting many foreign and domestic investors. The rest of the paper is structured as follows. In Section 2, the applied
research theories and methodologies are presented. Section 3 presents the empirical and simulation results, and the
discussion of the novel findings, while Section 4 concludes.

2 Materials and Methods

2.1 The GARCH Model

The GARCH model [27] is an extension of the Autoregressive Conditional Heteroscedasticity (ARCH) model proposed
by Engle [28] for volatility modelling. It is usually described by its conditional mean and variance equations. The mean
equation can be stated as:

= U+ &, (D

I ARFIMA-FIGARCH is the Autoregressive Fractionally Integrated Moving Average-Fractionally Integrated Generalised
Autoregressive Conditional Heteroscedasticity.
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where r; denotes the returns, & = z;0; is the random or unpredictable residual. The z; is the standardized residual
returns (z; = &/0;) which are independent, identically distributed (i.i.d.) random variables with zero mean and unit
variance. The y, in Equation (1) represents the mean function and it is usually expressed as an Autoregressive Moving
Average (ARMA (m,n)) process,

M=) Gir—j+ ) Wie—j, @)
= =

where ¢; and y; are unknown parameters. The conditional variance equation of the general GARCH(p, ¢) model can
be defined as:
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where o > 0 and 8; > 0 are the ARCH and GARCH coefficients, respectively, while @ > 0 is the intercept. The first-
order GARCH(1,1) is possibly the best candidate and the most widely used GARCH model for modelling volatility [29].
The rate of decay of shocks to volatility in the conditional variance of the GARCH process is measured by summing the
coefficients (a, ). This refers to the volatility persistence of the GARCH models and it indicates the speed of the decay
of volatility after a shock. If the sum of the coefficients equals one, then shocks to the volatility do not decrease over
time, hence the persistence is felt forever, and the unconditional variance of the process does not exist. Such a situation is
called integrated GARCH (IGARCH) [6]. A further extension of the IGARCH process known as the fractional IGARCH
(FIGARCH) was introduced by Baillie et al. [30], where the volatility persistence is shorter than an IGARCH but longer
than the standard GARCH [31-33]. Shocks to volatility show long persistence into the future when the sum is close to
one. This produces a mean-reversion system in which the variance process (volatility), be it high or low, eventually returns
very slowly to the mean (normal) state. Lastly, the process of shocks to the conditional variance shows high persistence
when the sum is greater than one, which implies explosive volatility forecasts.

2.2 Persistence and Mean Reversion in Volatility

Volatility can be described as persistent if today’s return produces a large effect on the prediction variance for many
periods in the future [3]. Volatility clustering means that small volatility shocks are followed up by small shocks while
large volatility shocks are followed by large shocks in turn. Hence, a period of low volatility will be followed by a volatility
rise, while a period of high volatility will sooner or later make way for more normal volatility [3]. Mean reversion in
volatility implies that there is a normal volatility level to which volatility will return eventually. A familiar classical
measure of volatility persistence is called the “half-life” of volatility, denoted as 42/ [34]. This can be described as the
number of days it will take the volatility to revert or move halfway back towards its unconditional mean after deviating
from it (see [3,34]) and is given by

1 1
ol = 282 , 4)
log, P

where log, denotes the natural logarithm, and P represents the estimate of the persistence parameter.

2.3 The fGARCH Model

The family GARCH abbreviated f{GARCH [9] is an omnibus model that subsumes some familiar asymmetric and
symmetric GARCH models as sub-classes [34]. These sub-classes include the standard GARCH (sGARCH) model [27],
the Threshold GARCH (TGARCH) model [35], the Nonlinear Asymmetric GARCH (NAGARCH) model [36], the
Absolute Value GARCH (AVGARCH) model [37, 38], the Nonlinear ARCH model [39], the Exponential GARCH
(EGARCH) model [40], the Glosten-Jagannathan-Runkle GARCH (GJRGARCH) model [41], and the Asymmetric
Power ARCH (apARCH) model [42]. The fGARCH(p, ¢) model can be stated as:

p q
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As discussed in Ghalanos [34], Equation (5) is related to the Box-Cox transformation of the conditional standard
deviation, where the absolute value function can be transformed by the parameter &, while the shape is determined by
v. This omnibus model allows the decomposition of the residuals to be driven by different powers for z; and o; in the
conditional variance equation. The model also allows for both rotations and shifts in the news impact curve, where the
rotation drives large volatility shocks while the shift is the main origin of asymmetry for small volatility shocks. The
parameter 0 is subject to shifts and rotations through the {»; and {;;, respectively. The full specification of the family
GARCH model can be fitted when 6 = 7y (see [34]). The volatility persistence of the {GARCH model can be obtained
through the parameter estimate P, stated as:

4 p
P=Y Bi+) ap; (6)
j=1 j=1

where p;, as stated in Equation (7), denotes the expectation of z; below the Box-Cox transformation that is associated
with the absolute value asymmetry term.

p; =E(lz—j — &l — ij(z—j— &7))° = /:Q(|Z* Gojl = C1j(z— 67))°£(2,0,1,..)dz @)

This study used the “persistence()” function from the rugarch package [33, 34] of R software to estimate the
persistence. The unconditional variance of the {GARCH model, as related to the persistence, is 62 = @/ (1 — P)%/7 [34].
Readers can refer to [9, 33, 34] for more information on the nested models and the f{GARCH model.

2.4 The GAS Model

An alternative method to the family GARCH model for modelling volatility can be found in a Score Driven (SD) model
known as the Generalised Autoregressive Score (GAS) model, introduced by Harvey [29] and Creal et al. [43] (see [5,44]).
The model uses the score of the conditional density function to determine the time variation in the parameters. The
score functions are robust to outliers, and the model is quite suitable for modelling skewed or fat-tailed time series data
like financial returns [16, 18,29, 45]. Moreover, like the other observation-driven? models, extensions to long memory
behaviour, asymmetric, and other time series dynamics are possible. Furthermore, likelihood estimation using the GAS
model is simple and direct [5].

2.4.1 Model Specification

Let an N x 1 vector r; imply the dependent variable of interest, ¥, the vector of time-varying parameter, x; a vector
of exogenous variables (i.e., the covariates), all at time ¢, and § a vector of time-invariant parameters. Define R’ =
{ri,...,r:}, @ = {89,8,...,9}, and X" = {xy,...,x;}. The information set that is available at time ¢ consists of
{8, .%:}, where

Z={R',07 ' X"\, fort=1,.n. (®)

It is assumed that the generation of r; is through the observation density [43,46]

re~p(r|9,7:8). )

It is further assumed that the mechanism for updating ¥, (i.e., the time-varying parameter) is given by the
autoregressive updating equation:

P q
V1 =K+ Y Aisii1+ Y, Bid_ji (10)
i=1 j=1
Equation (10) is presented in Ardia et al. [5] as:
19H,15K+AS[+B19[, (]])

2 Observation-driven models are developed to model large changes (which may occur in the form of jumps or shifts) and distributional
asymmetries that often exist in financial time series [18].
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where Kk, A and B are matrices of coefficients with appropriate dimensions and they are functions of the static
parameter §, while the scaled score s, is a suitable function of past data, s, = s,(r,,¥,,-%;§) (see [43,46)). Vector k
controls the level of the process 9, the matrix of coefficients A controls (or determines) the impact of s; on 9,1, while
matrix B determines the persistence of the process [5,47]. In particular, s; denotes the direction for updating the vector of
parameters from 9, to ¥, hence, A can be described as the step of the update. In other words, s; acts as a steepest
ascent algorithm to improve the local fit of the model given the current parameter position (see [5]). To implement the
GAS models?, the A and B matrices are constrained to exist as diagonals (see [5, 12]), e.g., for a GAS model with
Student’s ¢ error distribution, A = diag(au,ac,av) and B = diag(bu,ba,bv), where 1, o and v are location, scale and
shape parameters, respectively. Hence, b, refers to the persistence of the conditional mean (location), while bs is the
persistence of the conditional variance (or scale) (see [5]). This persistence parameter bs of the GAS model coincides
with the persistence parameters o + 3 of the standard GARCH model* of Bollerslev (see [5, 12,43,48]).

The GAS approach depends on the observation density in Equation (9) for a given parameter 19,. When an observation
r; is realised, the time-varying ¥, to the next period 7 + 1 can be updated using Equation (10) with

_ dlnp (r;|8,.%:€)
09, ’

where S(-) represents a matrix function, In denotes the natural logarithm, V, is the score of Equation (9) evaluated at
¥, and §; is the scaling matrix (see [5, 18,43, 46]). Given the dependence of the stated driving mechanism in Equation
(10) on the scaled score vector in Equation (12), the GAS model with orders p and ¢ can be defined by Equations (9), (10)
and (12). The model can be referred to as GAS (p, ¢g) and the orders p and ¢ are typically taken as p = g = 1 (see [43,46]).
However, for details on including more lags in the GAS process, see [43,48].

As reported by Ardia et al. [S], the authors Creal et al. [43] suggested setting S; to the inverse of the information matrix
() to a power ¥ > 0 of ¥, to account for the variance of V;. To be precise,

5 =8V, v,

S[:S(Lﬂlﬂ%;g); (12)

S=5 0 g =Ea [N/, (13)
where the expectation E,_; is taken with respect to the conditional distribution of #;|ry,_;. The parameter ¥ normally
takes value in the set {0, %, 1}. However, other choices of S; are possible as well (see [48]). When v =0, S; = I (identity
matrix), which means there is no scaling. If y = % (y = 1), then the conditional score V, is pre-multiplied by the square
root of (the inverse of) its covariance matrix .%. However, whatever the choice of 7, s; is a martingale difference with
respect to the distribution of r;|ry,_1, i.e., E,_1[s;] = 0 for all 7 (see [5]). The GAS framework embodies many available
observation-driven models in the literature for a suitable choice of the scaling matrix S; [18,43]. Readers can refer to
[5,18,29,43,44,46,47,49] for more details on the GAS model.

2.5 Long Memory and Short Memory Processes

The long memory behaviour of a time series describes the correlation pattern of that series at distant lags. A series
with long memory usually shows persistent temporal dependence among distant observations [50]. Long memory is used
to describe the high-order correlation structure of a time series. A long memory time series autocorrelation function
(ACF) decays hyperbolically. Such series exhibit low-frequency spectral distributions. On the other hand, the low-order
correlation structure of a series is used to characterise short memory. The existence of long memory implies that the market
gradually responds to information over a long period of time. Shocks to volatility usually have long-running effects in
a long-memory process, and such persistence is a vital component of derivative pricing, investment portfolios, and risk
management [51]. The idea of long memory was introduced by Hurst [52], and other earlier contributions to the study of
time series long memory include Mandelbrot [53] and Mandelbrot and Van Ness [54]. These contributors formalised the
empirical findings of Hurst using the cumulative river flow data (see [51,55,56]).

In both empirical and theoretical studies, finance researchers have focused on long memory (persistence) in asset
returns. Stock market researchers do not only investigate the existence of long memory in the returns but also in the
return volatility using squared returns or absolute values of returns [51]. The presence of long memory can be determined
by measuring the fractional order of integration d of a time series [57]. In other words, the differencing parameter d of

3 The GAS model is implemented in this study with the use of the R package GAS developed by Ardia et al. [5].

4 The GAS model with assumed Normal distribution coincides with the standard GARCH(1,1) model of Bollerslev [27] (see [5, 12,
43,48]). Hence, we investigated this by comparing the estimate of the persistence be from the GAS model fitted with a time-varying
scale parameter, and the estimate & + 31 from the GARCH(1,1) model. Both models were fitted to the real return S&P Indian stock
data under the Normal error, and their outcomes yielded be =y + ﬁl ~ 0.97.
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fractionally differenced models characterises the long-memory identity of a time series. This parameter d can be related
to the Hurst exponent (H) as d = H — 1/2. The Hurst exponent is a popular measure of long-memory, and it can be
calculated by various methodologies that include the classical-rescaled range (R/S) analysis introduced by Hurst [52].
Other methodologies for calculating H include the modified R/S analysis and the Rescaled Variance (V/S) analysis. When
0 < H < 0.5, the autocovariances are negative at all lags, and the time series process is termed anti-persistent. On the
other hand, when 0.5 < H < 1, the autocovariances are positive at all lags, and the process is termed persistent (see [57]).

The applications of the fractionally differenced models have been extensively used in finance, hydrology,
econometrics, economics, telecommunication, and geophysics, among others (see [58—60]). This brought to light the
ARFIMA-FIGARCH models, which were developed for long memory modelling in the first and second
moments [30, 32, 55, 61]. The ARFIMA model is used for modelling long memory in the return time series (first
moment), while the FIGARCH model is used to model long memory in volatility [57].

A covariance stationary stochastic process will exhibit long memory with memory parameter d under the condition
that its spectral density function f (1) satisfies:

fA) ~CA ™ as A — 0", (14)

where “~” indicates that the ratio of the right and left-hand sides tends to one at the limit, and C is a finite positive
constant. As the process satisfies the necessary and sufficient condition in Equation (14) and d > 0, its autocorrelation
function decays at a hyperbolic rate (see [51,55,58,61]), i.e.,

P~ Cok? ! as K — oo, (15)

where C), is a constant. The nature of the process memory is determined by parameter d. If d = 0, the spectral density
is bounded at zero, and the process is referred to as short memory. However, the spectral density is unbounded near the
origin if d > 0, hence, the process shows long memory. Lastly, the process is termed antipersistent and shows negative
memory when d < 0 because the spectral density is zero at the origin [51].

Generally, estimation of the fractional differencing parameter d to determine the existence of long memory can be
carried out through several methods (see [58]). These methods include the parametric approach (e.g., through the
FIGARCH model), and semi-parametric approach (e.g., the log periodogram estimator of Geweke and Porter-Hudak
(GPH), the local Whittle (LW) estimator, and the exact local Whittle (ELW) estimator). Other methods used to estimate
H (where d = H — 1/2) include the graphical techniques (like the aggregated variance method, the classic rescaled
adjusted range analysis, i.e., analysis based on R/S statistic, etc.). Compared to the parametric and semi-parametric
approaches, the graphical methods are sensitive to short-range autocorrelation and are generally inaccurate in their
estimation of d. However, they are useful to heuristically determine the presence of long-range dependence in datasets,
and can also be used to obtain a first estimate of d [62]. To avoid the drawback of the graphical methods, this study
applies the parametric approach through the FIGARCH model, and the semi-parametric methods via the GPH, LW, and
ELW estimators to obtain the estimate of the fractional integration parameter d that reveals the existence of long-memory
in the series. The semi-parametric approach is particularly attractive to users because it allows fractional differencing
parameter d to be estimated without specifying the entire time series model [50].

2.6 The ARIMA and ARFIMA Processes

Time series that exhibit long memory are referred to as fractionally integrated series, or I(d), where d is a non-integer in
the interval 7; < d < 1, excluding 0 [63]. Hence, the ARFIMA(p,d,q) model class is developed with the introduction
of non-integer fractional integration parameter d. A long memory (or fractionally integrated) series is neither a
nonstationary or unit root (/[1]) nor a stationary (I[0]) process; it is an I(d) process, where d is a real number [64]. One
of the two approaches to estimating d involves the classical time-series approach that requires the full specification of the
ARFIMA (p,d,q) model, where the parameters are estimated by maximum likelihood [19]. It has been shown by
Dahlhaus [65] and Fox and Taqqu [66] that the maximum likelihood (ML) estimates of the ARFIMA(p,d, q) model are
asymptotically unbiased. Dahlhaus [65] has also shown that the ML estimator of d in the general ARFIMA(p,d,q)
Gaussian processes is strongly consistent, asymptotically efficient, and asymptotically normally distributed in the Fisher
sense [67]. The second approach is the frequency domain technique, where a consistent and asymptotically normal
estimate of d can be obtained without the full specification of the ARMA components of the model. The estimators of d
in this second approach are mainly regression-based [63].
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2.7 ARFIMA Model
Following Granger and Joyeux [61] and Hosking [55], the ARFIMA(p,d, q) process can be stated as:

¢(L)(1—L) (y— ) = 0(L)&:, (16)

where y; is a time-series process forr = 1,...,T, L is the backward shift operator, d is the fractional integration (or long
memory) parameter, ¢(L) = 1+ ¢ L+---+ ¢,L7 is the autoregressive (AR) polynomial, O(L) = 1+ 6;L+---+ 6,L"
is the moving average (MA) polynomial, and Ly, = Y(—i) [20,62,68]. The AR and MA coefficients are of orders p and
g, respectively, and the roots of ¢ (L) and 6(L) are strictly outside the unit circle to ensure stationarity and invertibility,
respectively. The & is white noise [31], and u is the mean of the process.

The fractional integrating operator (1 — L) for non-integer values of d is defined by the binomial expansion as:

—+oo
d_ dl iy o Lo 1 onr3
(1-L) ;)L}( L)Y =1-dL 2d(l d)L 6d(l d)2-d)L’—..., 17
or can be re-defined as:
& I(i—d)LU
d _
(-1 7;)F(fd)1“(i+l)’ (19

where I'(+) is the gamma function. The fractional integration parameter d is used to describe the long-memory
behavior of the process, while the ¢(L) and 6(L) parameters make up the short-memory parameters and they affect only
the short-run dynamics of the process.

The ARFIMA model is a general form of the standard linear ARIMA(p,d, q) processes of Box and Jenkins because
it allows the degree of integration d to assume non-integer values. This generalisation is a more flexible way of studying
time series data, and it enables researchers to simultaneously account for long and short-term dynamics [69]. The standard
ARIMA model is obtained when d is arbitrarily restricted to integer values [50]. The ARFIMA class of fractional processes
can be used to model data dependence that is weaker than allowed by unit root processes, but stronger than implied by
stationary ARMA processes. The ARFIMA model is a parametric long-memory time series process [21].

The ARFIMA(p,d,q) process is covariance stationary for —0.5 < d < 0.5, while d < 1 indicates mean reversion.
The simplest possible model is the fractional white noise model, i.e., the ARFIMA(0,d,0), where p =0 = ¢ [31]. When
d =1, the process reduces to ARIMA, which implies infinite memory (random walk) [57, 68]; and when d = 0, the
process becomes the standard ARMA. If —0.5 < d <0, the process shows anti-persistence. However, the process becomes
stationary long memory when 0 < d < 0.5, and it possesses shocks that decay hyperbolically; here, the autocorrelations
decay to zero and will not be summable [32]. Moreover, if 0.5 < d < 1, the process is a mean-reverting non-stationary,
with finite impulse response weights. Hence, a broad range of low frequency behaviour can be studied and modelled
when d is not confined to the integer domain [20]. With the assumption that —0.5 < d < 0.5, and d # 0, it was shown by
Hosking [55] that as k — oo, the correlation function, p(-), of an ARFIMA process is k24=1 Hence, as opposed to the
faster geometric display of a stationary ARMA process, the autocorrelations of the ARFIMA process hyperbolically decay
to zero as Kk — co. The ARFIMA model summarily comprises a short memory ARMA part (that describes the short-term
behaviour of a series), and a fractional differencing of the right order that accounts for any long-term persistent property
in the series [50].

2.8 The FIGARCH Model

The ARFIMA-FIGARCH models are used for modelling persistence in a time series mean and volatility [32]. As a
motivation from the developments of ARFIMA model types for long memory estimation, Baillie et al. [30] introduced
the FIGARCH model to capture long memory in the volatility of time series financial returns [23,33,57]. The parametric
formulation of the FIGARCH model was built on the ARFIMA processes [21,55,61]. As opposed to the IGARCH model
where shocks persist forever, and the standard GARCH where shocks decay at an exponential rate, the effect of shocks
for the FIGARCH model is in between these two models, where shocks decay at a slower hyperbolic rate [31-33].

Given the standard GARCH equation:

of =w+a(L)g +B(L)o}, (19)

5 ARIMA is the “Autoregressive Integrated Moving Average”.
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where L is the backward shift lag operator, for which a(L) = Y7 | e;(L)' and (L) = Z?Zl B;(L)’. This is re-arranged
to give the ARMA in squares representation:

(1 - (D)= BL)g = o+ [1=BL)v, (20)
where V; = & — 67 and the left-hand side is condensed as:
(1-L)9(L)’ = 0+ [1 = B(L)]v @1
with ¢(L) = Y7,' ¢;(L)" and m = max{p,q}. In the fractionally integrated model, (1 — L) is substituted by

i_ v I'(d+1) K1 N gk
(1=L)7= Zﬁ F(K+1)F(d—K+1)L =1 Zﬁ Tl (22)
k—1-d

where 7; = []; < c; *=—=. The hypergeometric function expansion is normally truncated to some large number, like,
1000. The following representation of the FIGARCH model is obtained after rearranging again as:

:wUfﬁuﬂ”+{rfoB@Y%@lemﬂ}¥
ok 2
="+ Z MLe?,
where A = ¢; — B +d and A = B1Ac_1 + (K*—,';d — ¢1) 7y 1. Sufficient conditions to ensure the positivity of the

conditional ~variance for the FIGARCH(1,d,1) model are ® > 0, —d < ¢ < (%) and
d (¢ — 'gd < Bi(¢1 — Bi +d)). Equation (23) is re-written as follows, by setting ¢ (L) = (1 — a(L)):

O(L)(1 —L)'e? = o+ (1= B(L)) + (& — o)

O(L)(1 - 1)'e} = 0~ 07 + &2+ B(L)o? — B(L)e}
612 =0+ 812 + ﬁ(L)Gzz - ﬁ(L)gzz - ¢(L)(1 - L)d8t2 (24)
o7 = 0+ {1-B(L) - 9(L)(1 ~ L)} & + B(L)o}
o =0+ {1-B(L)~(1-aW)(1 -1y} &+ B(L)o}

The expansion is truncated to 1000 lags and set as (1 — L)%e? = &* + (21000 nKLK) &=+ 8, , Equation (24) can be
re-written as:

BL)e: — (1-L)'e? + a(L)(1 - L)e? } + B(L)o7
BL)e? — (6 + &)+ a(L)(e? + ) | + B(L)?

G,2=w+{ B(L)
Gtzzw-i-{ B(L)
of =o+e& —BL)g — (& +&)+a(l)(& +&)+B(L)o}

Gtz:w*Etz*ﬁ(L)SIZJrOC(L)(SzZJr?tZHﬁ( L)o; (25)

62 (0— gt Zﬁjgt j ZOC]S[ j Zajgt ]JFZﬁJGt j

= (0—8)+ Z oj(e’;+&-,)+ Zﬁj((’t{j —&)).
j=1 j=1

When d = 1, the FIGARCH is reduced to the IGARCH model, and when d = 0, to the standard GARCH model.
Conrad and Haag [70] provided a general set of sufficient conditions for the FIGARCH(p,d, q) process [33]. The long
memory operator in the FIGARCH model is applied to the squared errors, i.e., the memory parameter acts on the squared
errors. This contrasts the ARFIMA model that applies the long memory operator to the unconditional mean of y, [33,57].

© 2025 NSP
Natural Sciences Publishing Cor.



J. Stat. Appl. Pro. 14, No. 2, 241-270 (2025) / www.naturalspublishing.com/Journals.asp NS e 249

2.9 The Log-periodogram Regression

Geweke and Porter-Hudak [56] (GPH, henceforth) proposed a method for estimating the fractional differencing parameter
d in the ARFIMA (p,d,q) model (see [71]). Although the long-memory dependence is described entirely by the memory
parameter d, the traditional approach to estimating an ARFIMA model requires the specification of the AR and MA
polynomials. However, a simpler approach to estimating d without specifying the AR and MA parts was introduced by
Geweke and Porter-Hudak through a semiparametric technique [56]. The log-periodogram regression estimate of d is one
of the main methods used under the semiparametric approach. The proof of the limiting distribution and consistency of the
GPH approach was provided by Robinson [72] in the Gaussian case [21]. The GPH estimator is based on the expression
of the spectral density function of the ARFIMA process with frequencies around zero and it estimates only the memory
parameter d [68,69]. Through evaluation close to the origin, the semiparametric estimators bypass the need to specify the
short-term time series dynamics. Hence, the semiparametric estimators are robust to the dynamics of short run such as
observational noise [24].

2.10 Geweke and Porter-Hudak Estimator

Geweke and Porter-Hudak (GPH) [56] introduced a semiparametric estimator of the fractional differencing parameter, d,
formulated on a regression of the log spectral density’s ordinates on trigonometric function [31]. The estimator utilises
the theory of linear filters to state the process (1 — L)y, = u,, where g, ~ 1(0), as

flo)y=|1—e " f(w),, (26)

where f(®), and f(w), are the spectral densities of y; and y;, respectively. Hence, Equation (26) can be stated as

log{f(®)y} = {4sin*(0/2)} "¢ +log{f (@)},
log{fy(®),} = log{fu(0)} — dlog{4sin*(®;/2)} +log[fu () / fu(0)]-

GPH proposed to estimate d from a regression that is based on Equation (27) with the use of spectral ordinates
), @,..., My, from the periodogram of y;, i.e., I,(®;). Thus, for j = 1,2,...,m, with m = g(T'), where g(T') is such that

lim7,eeg(T) = o0,limy_,,{g(T)/T} = 0,limy_,{log(T)*/g(T)} = 0,

27)

log{Iy(®;)} = a+ blog{4sin*(®;/2)} +v;, (28)

where

vj = log[fu(®;)/fu(0)], (29)

and on the assumption that v; is i.i.d with mean zero and variance 72 /6. A good estimate of d should be provided by
the regression in Equation (28) when L, is white noise & [31]. When p is autocorrelated, GPH revealed that Equation
(28) holds approximately for frequencies in the proximity of (or near) zero. If the proximity shrinks at a suitable rate with
sample size, then a consistent estimator of d should be realized by the GPH procedure [31].

The ordinary least squares (OLS) estimator of d in Equation (28) will produce the limiting distribution in Equation
(30), if the number of ordinates m is selected.

(dgpy —d)
{var(dgpu)}'/?

The var(chpH) is derived from the common regression formula, either by setting it as 72 /6 or with the use of the
regression residual variance. Geweke and Porter-Hudak [56] originally suggested the bandwidth choice of m equals /T
[51]. However, it is obvious from the outcome that the GPH estimator is not v/7 consistent and convergence will occur at
a slower rate [31]. Consistency and asymptotic normality of the process were proven by Geweke and Porter-Hudak [56]
only for d < 0, while Robinson [73] gave a proof of consistency for 0 < d < 0.50.

While the GPH estimator is potentially robust to nonnormality and its application is simple, its potential attractiveness
is reduced by the behaviour chPH where substantial autocorrelation of L, is present. Specifically, Agiakloglou et al. [74]
showed that it gives “serious bias” [31, 68]. Robinson [72] proved the asymptotical normality of the GPH estimator for

= N(0,1). (30)
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de (f%, %) However, Velasco [75] and Kim and Philips [76] later showed its consistency for d € (f%, 1) and that it has

an asymptotically normal limit distribution for d € (—%, %):

. n?
dGPH ~N (d,m) . (31)

The Geweke and Porter-Hudak [56] estimator is theoretically valid for 0 < d < % If the number of frequencies m%

that is included in the regression is restricted in a way that m = 0(T4/ 3), then the asymptotic normality is obtained
(see [68,77)).

2.11 Whittle Estimation

Estimation of the long memory parameter d of a time series with fractional integration in the frequency domain based
on the maximum likelihood method is built on the approximation to a Gaussian likelihood proposed by Whittle [78]. See
also Fox and Taqqu [66]. Unlike the time domain estimator, the frequency domain approach has gained much popularity
due to the fact that its maximum-likelihood estimator is invariant to the unknown mean of the process [63,79].

2.12 The Whittle Likelihood

Consider a sample with T observations that consist of a stationary centered process yi,...,yr that are spaced uniformly
in the time domain and a sequence of m frequencies (see [63]),

i
ay:% for j=1,2,...,m. (32)

These frequencies, with m < T, denote a set of angular frequencies, where each is a multiple of the fundamental
frequency 27 /T, since it relates to a single oscillation with period T'. Equation (33) states the discrete Fourier transform
of y; as:

1 . 0K
E ye 7.
V2rT =

The Whittle likelihood is based on the fact that the coefficients C(a)j) of y; are asymptotically independent Gaussian
random variables having mean value zero and the variance is given by the spectral density of the process at that frequency.
As a consequence, the likelihood function at frequency ; is

(o]

1
27rfy(wj)eXp{2fy(wj)

where /() is the sample periodogram stated as:

Clw)) = (33)

L=

I(w)) = |C(w;)]%, (35)

and fy(w;) refers to the spectral density at w;:

Hlo)==Y re ¥, (36)

where 7 represents the autocovariance at lag K.
Estimation of the fractional differencing parameter d through the local Whittle begins when it is known that the
behaviour of the spectral density of y, at low frequencies can be defined through the condition

lim 0*f,(0) =G, (37)
w—01

where G is a positive quantity, whose dependence is on the parameter d. The process y; possesses finite power when
2d < 1, and based on that, d is used to measure the long-term duration of the memory of process y;. The series is covariance

% m is the bandwidth parameter

© 2025 NSP
Natural Sciences Publishing Cor.



J. Stat. Appl. Pro. 14, No. 2, 241-270 (2025) / www.naturalspublishing.com/Journals.asp NS e 251

stationary if d € [0, %) but the autocorrelations decay more slowly than in the 7(0) state. They fade away hyperbolically
to zero as opposed to the stationary ARMA process which decays faster at a geometric rate. The process is mean reverting
ford ¢ [%, 1), but it is not covariance stationary because there is no long-term effect of an innovation on future values

of the process. It is shown by Granger and Joyeux [61] that a process is nonstationary for d > % because it has infinite
variance. The process exhibits antipersistence (intermediate memory), or long-range negative dependence for d € (— % ,0].
When f, (o)) is substituted by its asymptotic approximation Ga)]TZd from Equation (37), the negative of the log-likelihood
at @; will satisfy

1 1 .
~logLj(G,d) = 5 {10g27t+ logG — 2dlogw; + 5a>}d|c(co,~)|2} . (38)

The local Whittle estimators of d are found based on this expression [63].

2.13 The Local Whittle Estimator

The analysis of the local Whittle estimator of d by Robinson [72], motivated by the findings of Kiinsch [80] and based on

the m lowest frequencies @y, ..., @y, can be obtained through the minimisation of the negative log-likelihood function
m 2d & 1T & o 2
—logL(G,d) = ) {log27r+ logG — - J; logw; + Gm ,; o~ |C(w;)]” ¢ (39)

If Equation (39) is partially differentiated with respect to G, it can be shown that the optimal value of G for any value
of d is’

~ 1 & ~
G(d) = ~ Y w}d|c(w,)|2. (40)
=1

Based on this outcome, it is obvious that the local Whittle estimator of d, cf, minimises

R(d) =1lo G(d)f%in:w GA(d)fl
-0 m = 7 m

m
o7 1(w)). (41)
j=1

Robinson [81] has shown that the local Whittle estimator d obtained through the minimisation of Equation (34) is

asymptotically normally distributed for d € (%, %) and consistent if d € (%, 1) so that

Jm(d—d) N <0, i) . 42)

2.14 The Exact Local Whittle Estimator

An improvement to the local Whittle method was introduced by Shimotsu and Phillips [82] (see [24, 63]). The authors
defined the exact local Whittle (ELW) estimator as the minimiser of the function

R 2d m R 1 m
R(d) =log6i(d) — Y 0, Gd)= ~ Y 0l (0)), (43)
j=1 j=1 ’

where Ag(w,{) denotes the periodogram of the fractionally differenced series A;’i and the difference operator is now
described by the binomial expansion

7 Different authors may have varying expressions of the Fourier coefficients in Equation (33) by a constant factor. However, the value
of d (the fractional differencing parameter) is independent of this multiplier, but the choice will affect the value of G [63].
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d dd—1 dd—1)(d—-2
ASZYZ_ﬁyt71+%yt72_%YI73
dld—1)(d—2)(d-3
LRI RN

The presence of / A;?(wj) in the optimisable function demands that a fractional difference of y; be calculated for

every alteration of d. Hence, the ELW estimation is computationally more demanding than the estimation of the simple
local Whittle. The consistency and asymptotic normality of this estimator are the same as those of the local Whittle
estimator [24,63].

2.15 The Beta-Skew-t-EGARCH Model

To begin with, the Beta---EGARCH as a model without skewness was proposed by Harvey and Chakravarty [83], and
Harvey [29]. It is an extension made to the EGARCH model where an equation that depends on the conditional score of
the last observation drives the variance or scale [49, 84]. The Beta-+-EGARCH model can be regarded as an unrestricted
version of the GAS model of Creal et al. [43] (see [2]). In other words, it is a dynamic model driven by a conditional
score, which is a martingale difference. A martingale difference has a constant (or zero) conditional expectation [29].
Due to various implications of conditional skewness on asset pricing, conditional score models were extended to skew
distributions [1]. Hence, the Beta-Skew-r-EGARCH model is a skewed version of the Beta---EGARCH model, where
skewness can be brought in through the method introduced by Ferndndez and Steel [85] (see [1,2]).

A number of useful and attractive properties are attributed to this skewed model. As in the Beta---EGARCH model
where observations that could be seen as outliers for a Normal distribution are down-weighted with the use of the
conditional score [1], the Beta-Skew--EGARCH model also displays robustness to outliers or jumps. In particular, it
performs quite well in modelling key stylised facts of financial returns like fat-tails, leverage effect, conditional skewness
and the long-memory behaviour of volatility decomposition into long-term and short-term components. The model has
two versions, described below as “one-component and two-component models”.

2.15.1 The One-Component Beta-Skew-7-EGARCH model

The three equations below illustrate the first order Beta-Skew-1-EGARCH model’s martingale difference version [1].

R[ = exp(%)z, = G[Z[, Zr ~ St(o, Gzz, V, n), V> 2, n (S (0,00)7 (44)
he= 0+ (45)
A= oA e+ K sgn(—R ) (g + 1), @] <1, (46)

where R,® is the demeaned return, o; represents the volatility or conditional scale, and the conditional error z; is not
standardised i.e., the variance is not one. Equation (44) shows that z; follows the skew Student’s ¢ distribution with a mean
of zero, scale GZZ, degrees of freedom v, and skewness parameter 7). The z; is defined as z; =z — U+, where z; is an
uncentred’ skew Student’s  variable with v degrees of freedom, mean .+, and skewness parameter 17. The @ denotes
the log-scale intercept that is described as the long-term log-volatility, while ¢; represents the persistence parameter (the
bigger the persistence, the more the clustering of volatility). The k; is the ARCH parameter that indicates the response to
shocks (the bigger the absolute value of the parameter, the greater the response of volatility to shocks), k* is the leverage
parameter, u, denotes the conditional score, that is, the derivative of the log-likelihood of R; at ¢ with respect to A;, and
sgn is the sign function. Details on this model are discussed in Sucarrat [2].

8 The demeaned return R; is the same as the error term & (i.e., the unpredictable part of return) in Equation (1), but with z; distributed
as a skew Student’s 7, and it is not standardised to have unit variance (see [2]).
9 That is, the mean is not necessarily equal to zero.
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2.15.2 The Two-Component Beta-Skew-7-EGARCH Model

In order to accommodate the long memory feature of financial return like a two-component GARCH model of Engle and
Lee [86], the two-component Beta-Skew-7-EGARCH model was introduced. The model is used to decompose volatility
persistence into long-term (or long-run) and short-term (or short-run) components [87]. The first order two-component
Beta-Skew-7-EGARCH model’s martingale difference version [1] is given as:

R = exp(M)z = 01z, 7 ~st(0,62,v,m), v, € (0,00), (47)
=0+, +2], (48)
A= oA b, (on <1, 49)
M, =0A, 4 kou K sgn(—Reo1) (w1 +1), |2 <1, 91 # o, (50)

where 41, and A, represent the time-varying long-run and short-run components of log-volatility, respectively. Both
components are driven by the conditional score ;. The ¢; and ¢, are the long-term and short-term persistence parameters
and the model is not identifiable if ¢; = ¢». The k} and K, are parameters that indicate the long-run and short-run responses
to shocks, respectively.

2.15.3 The Skew Student’s ¢ Distribution

Let an ordinary (i.e., symmetric and centred) Student’s 7 distributed variable with unit scale be denoted by €, and let its
density be denoted by f(€*). The density of an uncentred skew Student’s 7 variable can be stated through the skewing
technique of Ferndndez and Steel [85] as:

iy 2 z
f&n) = n+n'f<nsg"<Z*>> . (51)

The right skewness is produced when 11 > 1, and the left skewness is attained when 11 < 1, whereas symmetry can be
attained when 11 = 1 [1, 2]. That is, the right (left) hand tail is heavier when n > 1 (n < 1).

2.16 The True Parameter Recovery Measure

Monte Carlo simulation (MCS) studies largely focus on the estimator’s ability to recover the true data-generating
parameter (see [88]). Hence, the True Parameter Recovery (TPR) measure was introduced by Samuel et al. [89] as a way
of measuring how the MCS estimator performs at recovering the true parameter. The measure is used as a proxy for the
coverage'? of the MCS experiment to calculate the level of recovery of the true parameter by the MCS estimator. It can

be stated (see [89]) as:
) Yo, (52)

where ¥ is the true data-generating parameter, 9 denotes the estimator, and K =0, 1, 2, ..., 100 represents the nominal
recovery level. A TPR outcome of 90% or 95%, for instance, implies that the MCS estimator is able to recover 90% or
95% of the true parameter. The MCS estimator B will fully recover the true parameter ¢ > 0 when B = ¥, such that the
outcome of the TPR is equal to the specified nominal recovery level K (that is, K% = TPR) (see [89]).

TPR = <K @-9 x

3 Experimental Results and Discussion: Empirical and Simulation

This section presents the outcomes of the estimations through the applications of the f{GARCH, GAS and Beta-Skew-7-
EGARCH models. The three applied models can be estimated through the Maximum Likelihood Estimation (MLE) once
a distribution for the innovations is specified.

10" The probability that the true parameter is contained within a confidence interval of estimates is known as the coverage probability
[90].
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3.1 Application of the fGARCH Model

In this section, we present the outcomes of the estimations involving the f{GARCH model. It is believed that observation-
driven models like the (family) GARCH can yield efficient outcomes when fitted with the true (or appropriate) innovation
distribution [8,91]. Hence, among ten selected innovations, we use this study to determine an optimal or the most suitable
assumed innovation distribution that is relevant for volatility persistence estimation through the fGARCH model. The ten
selected assumed innovations are the Gaussian (or Normal), Student’s 7, Generalised Error Distribution (GED), skew-
Normal, skew-Student’s ¢, skew-GED, Johnson’s reparametrised SU (JSU) distribution, Generalised Hyperbolic (GHYP)
distribution, Generalised Hyperbolic Skew-Student’s # (GHST) distribution, and Normal Inverse Gaussian (NIG). See
[34,92,93] for details on the assumed innovations.

The estimation is carried out using the actual return data from the S&P Indian stock index. To transform the daily
closing price data to the log returns, we take the log-difference of the value of the index as:

P
1 =1In (%‘) x 100, (53)

t

where P, is the daily closing equity price at time ¢, In the natural logarithm and r; is the current returns.

3.1.1 Exploratory Data Analysis

We begin with the visual inspections of the price level and the index returns over the sample period using exploratory data
analysis (EDA) as revealed in Panels (A — F) of Figure 1. The EDA gives relevant insights into the dataset to disclose
vital information such as detecting possible outliers. The EDA shows that the market is characterised by time-varying
volatility, with a steep plunge in volatility of price and return (see Panels A and B) in 2020 due to the emergence of
the global COVID-19 pandemic crisis. Volatility clustering is apparent in the return series, where large (small) changes
tend to follow large (small) changes of either sign. The quantile-quantile (QQ) plot in Panel C shows that the returns
are non-Normally distributed, while the density plot in Panel D denotes stability (stationarity) in the return series. The
return series plot in Panel B also reveals stationarity in the returns. Panel E displays the correlogram of the returns,
showing the Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF) plots. The plots indicate weak
dependence in the mean of the series. Hence, we assume a constant conditional mean (see [3]). As for the squared returns,
the correlogram as displayed in Panel F shows some moderate dependence at the initial lags, hence we fit an ARMA
model as presented in Section 3.1.4 to capture this.

3.1.2 Descriptive Statistics

Panel A of Table 1 presents some descriptive statistics on the return data. The table shows that the mean of the daily return
is close to zero. The daily variance is 1.6383, which implies an average annualised volatility of 20.32% '!. The skewness
coefficient shows that the distribution of returns is significantly negatively skewed, a familiar feature of stock returns. This
outcome reveals the impact of information arrival in the market, and it shows that investors and other market participants
tend to react more to bad news than they do to good news. The kurtosis coefficient is very high. Kurtosis is a measure of
the thickness of the tails of the return distribution, and the result shows evidence of leptokurtosis with a value greater than
three. That is, it surpasses the kurtosis of the Normal distribution, which is three, and that suggests a fat-tailed distribution
for describing the return series. Lastly, the outcome of the Shapiro-Wilk test rejects the assumption of normality with
a p-value = 0. This implies that the assumption of a Normal distribution for modelling the volatility persistence of the
returns is not realistic.

3.1.3 Tests for Stationarity

This study further used three stationarity tests involving the Augmented-Dickey Fuller (ADF), Phillips-Perron (PP), and
Kwiatkowski, Phillips, Schmidt, and Shin (KPSS) tests to test for stationarity in the price and return series. We begin
with the test for stationarity of the price index in Panel A of Table 2. The table displays the outcomes of the ADF and PP
unit root tests, and they indicate that the null hypothesis of non-stationarity, which implies the presence of a unit root in
the price series, cannot be rejected because the p-values are greater than 0.05. Hence, the price index is non-stationary.

1" Annualised volatility for 252 trading days (i.e., one year) = v/252 x v/variance = 20.32% (see [3]).
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Fig. 1: Panels (A) and (B), respectively, show the plots of the price and return series, while Panels (C) and (D) display the quantile-
quantile (Q-Q) and density plots, respectively, for the S&P Indian Index. Panels (E) and (F) display the ACF and PACF plots of the
returns and squared returns, respectively.
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Table 1: Descriptive Statistics and Engle’s ARCH Test Outcomes.

Panel A Panel B
Returns Descriptive Statistics Engle’s ARCH Test Outcomes
PQ test LM test
Lagorder | PQ  P-value | LM  P-value

Mean 0.0215 4 452 0 3446 0
Variance 1.6383 8 1043 0 1130 0
Skewness -0.9525 12 1361 0 641 0
Kurtosis 11.6371 16 1434 0 443 0
Shapiro-Wilk 0.9222 20 1487 0 343 0
p-value 0.0000 24 1502 0 283 0

Note: LM is the Lagrange-Multiplier statistic, while PQ is the Portmanteau-Q statistic in Panel B.

Furthermore, the KPSS test that is based on the null hypothesis of stationarity is rejected because the p-value < 0.05 (see
Panel A of Table 2). This further indicates that the price index is non-stationary.

Next, for the return series in Panel B of Table 2, the results of the ADF and PP unit root tests indicate that the null
hypothesis of non-stationarity, which implies the presence of a unit root in the returns is rejected because the p-values
are less than 0.05. Hence, the return series is stationary. Also, we cannot reject the KPSS test with a null hypothesis of
stationarity because the p-value > 0.05, as presented in Panel B of Table 2. This further implies that the return series is
stationary.

Table 2: Tests for Stationarity of the Price Index and Return Series.

Panel A Panel B
Price Index Returns
Estimate | Lag order | P-value Estimate Lagorder P-value
ADF Test ADF test
-2.4231 9 0.3992 -15.6340 9 0.0100
PP Test PP Test
-10.9580 9 0.4986 -3072.1 9 0.0100
KPSS Test KPSS Test
19.6090 | 9 | 0.0100 0.1052 9 0.1000

Note: Panel A comprises of the outcomes of the ADF and PP unit root tests, and the outcomes of
the KPSS stationarity test for the price index. Panel B contains the outcomes of the three tests for the
returns.

3.1.4 Tests for Autocorrelation and ARCH Effects

Next, autocorrelation and ARCH effects (or heteroscedasticity) are removed by fitting ARMA-fGARCH models with
each of the ten innovations to the stationary returns. ARMA(1,1) model as shown in Equation (54) is used as the best,
among the candidates’ ARMA (m,n) models, to capture autocorrelation in the residuals. Table 3 shows the results of the
Weighted Ljung-Box test [94] on both the standardised residuals (denoted as WLB SRs) and the standardised squared
residuals (WLB SSRs) from the fit of the ARMA(1,1) model. The table shows that for both instances, the p-values of the
test at lag order 5 are greater than 5% under the ten innovation distributions. Based on this, the null hypothesis of “no
serial correlation” in the returns cannot be rejected. Hence, serial correlation is removed in the residuals.

=G+ Gir—1+ Y&+ & (54)

After removing serial correlation in the returns, we carry out Engle’s ARCH test [28] using the Portmanteau-Q (PQ)
and Lagrange Multiplier (LM) tests to examine the existence of ARCH effects or heteroscedasticity in the residuals. Both
tests are carried out based on the null hypothesis of homoscedasticity in the residuals of an ARIMA model. The results
from the two tests reveal highly significant p-values of 0 from lag order 4 to 24 as shown in Panel B of Table 1. Therefore,
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we reject the null hypothesis of “no ARCH effects” in the residuals, which implies the presence of volatility clustering in
the returns. Based on this, we fit candidates’ fGARCH(p, ¢) models, with each of the ten distributed errors, to capture the
ARCH effects in the returns. Hence, following Engle and Patton [3], we use the Bayesian Information Criterion (BIC) [95]
and found that the best candidate model, to capture heteroscedasticity in the returns, among the fGARCH(p, ¢) class for
p € [1,5]and g € [1,2] is the parsimonious f{GARCH(1,1) (see Equation 55).

of =o+ao (a1 -Gl —Gi{a 1 — &}’ + i) . (53)

3.1.5 Residual Diagnostic Test

Following the fit of the fGARCH(1,1) model to the returns, we carry out some diagnostic checks using the weighted
ARCH LM test to ascertain if heteroscedasticity has been removed. Based on the diagnostic results, it can be seen from
Table 3 that the p-value of the “ARCH LM (5)” statistic at lag order 5 exceeds 5% under each of the ten assumed errors.
Hence, this implies that the ARCH effect is captured since we cannot reject the null hypothesis of “no ARCH effects” in
the residuals.

3.1.6 Selection of an Optimal Error Distribution

Next, the selection of the most adequate innovation distribution (among the ten innovation assumptions) that can be used
to describe the returns for estimating the volatility persistence is carried out in Table 3. Models’ comparison and selection
are made using four information criteria that consist of the Bayesian Information Criterion (BIC), Akaike Information
Criterion (AIC), Shibata Information Criterion (SIC), and Hannan-Quinn Information Criterion (HQIC) (see [34, 95)).
The assumed innovation with the minimum (or lowest) value of information criteria will be the most adequate innovation
distribution required to estimate the persistence. To begin with, Table 3 shows that all, but one, of the fGARCH volatility

parameter estimates (@, &, B, 7, é’”, and 52]) under the ten assumed errors are highly significant at 1% level. To be

precise, the only exclusions to the 1% significance are the @ which is significant at 5% under the Student’s ¢, and the 511
which is nearly insignificant across the board. These highly significant outcomes in the parameters reveal the presence of
volatility clustering in the conditional variance. Moreover, the strongly significant 52] indicates that the market is driven
more by short volatility shocks. In other words, the effects of short volatility shocks are more pronounced in the market
than those of large shocks.

For model selection, Table 3 shows that the four information criteria have their lowest values under the NIG innovation
distribution. Therefore, the NIG innovation (fitted with the fGARCH(1,1) model) is the most suitable to describe the
market returns when the underlying error distribution is unknown for volatility modelling. This result is evident in the
claim that the NIG distribution is analytically tractable, and it can adequately model the skewness of financial market
variables, such as equity prices, exchange rates, and interest rates [96]. Moreover, it has been applied many times for
financial applications both as the unconditional return distribution and as the conditional distribution of a GARCH model
(see [96]). Hence, this makes the distribution attractive for financial modelling applications.

3.1.7 Persistence in Volatility and Mean Reversion

The estimated volatility persistence under this optimal NIG error distribution is 0.9749. This indicates that the volatility
of the S&P Indian equity market’s returns displays considerably high persistence. To determine if a model has
adequately captured all the persistence present in the variance of returns, Engle and Patton [3] suggested that the
standardised squared residuals (SSRs, henceforth) should be serially uncorrelated. Hence, from our outcomes in Table 3,
the p-value of the Weighted Ljung-Box test of the SSRs is greater than 5% under the NIG innovation (and generally
under all the remaining nine assumed innovation distributions)!?, implying that the SSRs are serially uncorrelated. This
indicates that the fGARCH(1,1) model fitted with the NIG assumed innovation has adequately captured all of the
persistence present in the variance of returns.

Broadly speaking, the outcomes of our study show that the mean and variance equations are well specified, with no
evidence of correlation in the standardised residuals (SRs) and SSRs of the model. The outcomes of the calculated ARCH
LM test also show that the ARCH effect is filtered out in the residuals since we cannot reject the null hypothesis of “no
ARCH effects” based on the ARCH LM results. Thus, the estimated f{GARCH(1,1) model in this study is adequately
specified and correctly fitted, and the persistence is also adequately captured by the model. Figure 2 shows the conditional
volatility of the fGARCH(1,1) model fitted with the NIG assumed distribution, and it displays alternating phases of lower
and higher volatility in the returns.

12 These outcomes are observed up to the ninth lags for both SRs and SSRs under the ten error assumptions.
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Table 3: The Empirical Outcomes of fitting ARMA(1,1)-fGARCH(1,1) models to the return data.

(A) B) © (D) (E)

Normal skew-Normal Student’st skew-Student’s ¢ GED
) 0.0045 -0.0073 0.0462** 0.0110 0.0389**
sl 0.5358* 0.5260** 0.3417 0.3545 0.2327*
Vi -0.4668** -0.4612%** -0.2724 -0.2872 -0.1767*
» 0.0482* 0.0453* 0.0441** 0.0447* 0.0460*
a 0.0769* 0.0844* 0.0871* 0.0903* 0.0812*
B 0.8046* 0.8168* 0.8054* 0.8075* 0.8093*
QA'] 1 -0.1721 -0.1842%** -0.1682 -0.1893 -0.1725
521 1.3867* 1.3282* 1.3281* 1.3301* 1.3288*
= 5 2.1253* 1.9995* 1.9723* 2.0131* 2.0521*
Persistence (15) 0.9726 0.9735 0.9728 0.9760 0.9711
WLB SRs (5) 0.7405 0.6924 0.7014 0.8040 1.5361
p-value (5) (1.0000) (1.0000) (1.0000) (1.0000) (0.9973)
WLB SSRs (5) 2.927 3.039 2.761 3.094 3.034
p-value (5) (0.4205) (0.4000) (0.4524) (0.3902) (0.4009)
ARCH LM (5) 3.9170 3.8687 3.4943 3.5942 3.7311
p-value (5) (0.1816) (0.1862) (0.2257) (0.2144) (0.1999)
AIC 3.0541 3.0426 3.0085 3.0006 3.0052
BIC 3.0722 3.0627 3.0286 3.0227 3.0253
SIC 3.0541 3.0426 3.0085 3.0006 3.0052
HQIC 3.0606 3.0499 3.0157 3.0086 3.0124

(F) G) (H) @ @)
skew-GED GHYP NIG GHST JSU

) 0.0064 0.0108 0.0106 -0.0027 0.0097
é 0.2684** 0.3145 0.3208 0.3712 0.3312
1] -0.2017*** -0.2501 —0.2556 -0.3052 -0.2651
» 0.0458* 0.0447* 0.0443* 0.0434* 0.0442*
a 0.0831* 0.0878* 0.0900* 0.0963* 0.0916*
[3 0.8116* 0.8104* 0.8113* 0.8187* 0.8112*
511 -0.1796 -0.1910 —0.1919 -0.1998*** -0.1918
521 1.3298* 1.3263* 1.3191* 1.2903* 1.3151*
= § 2.0496* 2.0335* 1.9993* 1.8975* 1.9821*
Persistence (13) 0.9735 0.9748 0.9749 0.9756 0.9754
WLB SRs (5) 1.1550 1.0025 0.9421 0.8057 0.8857
p-value (5) (0.9999) (1.0000) (1.0000) (1.0000) (1.0000)
WLB SSRs (5) 3.146 3.171 3.127 3.029 3.100
p-value (5) (0.381) (0.3767) (0.3843) (0.4017) (0.3891)
ARCH LM (5) 3.8738 3.6558 3.6329 3.7242 3.6114
p-value (5) (0.1857) (0.2078) (0.2102) (0.2006) (0.2125)
AIC 3.0008 2.9995 2.9990 3.0030 2.9992
BIC 3.0229 3.0236 3.0210 3.0251 3.0213
SIC 3.0008 2.9994 2.9989 3.0030 2.9992
HQIC 3.0087 3.0081 3.0069 3.0110 3.0072

Note: WLB SRs (SSRs) denote the Weighted Ljung-Box test for standardised residuals
(standardised squared residuals), where “(5)” is lag order 5. The p-value at 5% level of
significance is presented in the round bracket for each error. The “x”, “*x” and “x* *” are 1%,
5%, and 10% significance levels, respectively. The information criteria are computed as AIC =
—2L/N +2p/N,BIC = —2L/N + plog,(N)/N, HQIC = —2L/N + 2plog,(log,(N))/N, and SIC
= —2L/N +log,((N+2p)/N), where N denotes the sample size, L is the log-likelihood of the
maximum likelihood of unknown parameter vector L(®), and p denotes the number of estimated

parameters [34,95].
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Fig. 2: Conditional volatility of the {GARCH(1,1) model fitted with the NIG assumed error.

The estimated outcome of 0.9749 is reasonably close to one, which is a sign of considerable persistence in the
volatility. The existence of long memory in financial assets’ volatility relates with the persistence of shocks in
returns [23]. However, a crucial test to determine the presence of a long memory feature is to examine it in the return and
volatility of the series [32]. Hence, this study used the semiparametric and parametric approaches to estimate the
fractional differencing parameter d to determine the existence of long memory in the returns and the return volatility, i.e.,
squared returns and absolute values of returns [51]. Following the steps of Bobeica and Bojesteanu [23], we used a
parametric approach through the FIGARCH model, and three semi-parametric approaches via the log periodogram
estimator of Geweke and Porter-Hudak [56] (GPH, henceforth) and Robinson [72], the local Whittle (LW) estimator, and
the exact local Whittle (ELW) estimator. The long memory outputs are obtained by calculating the fractional differencing
parameter d in the returns and volatility using these estimators. We decided to use the LW and ELW methods as
improvements to the GPH technique due to the acclaimed bias in the estimation of the GPH estimator (see [31, 68, 74]).

The parametric FIGARCH model is applied with fractional white noise ARFIMA(0,d,0) specification [20]. For the
semiparametric approach, we follow Geweke and Porter-Hudak [56] to use the sample selection functionm = g(T) = T%,
0 < a <1 (see [22]). Hence, we used the optimal rate m = T*/5 for the number of frequencies, with a power equal to
0.8 (see [68,77,97,98]). This is also the default bandwidth applied in Vera-Valdés [24], where m is the bandwidth that
specifies the number of Fourier frequencies and 7 is the sample size (see [98]).

The outcomes of the estimation of d in the ARFIMA process by the GPH, LW, ELW, and FIGARCH methods for the
returns, absolute returns, and squared returns are reported in Table 4. The three semiparametric estimators yield closely
related results for d within 0 and 0.5, indicating the presence of long memory in the series. The outcomes of d through
the parametric ARFIMA-FIGARCH method are also within 0 and 1, indicating reasonable evidence of long memory in
the conditional variance of the series. These results suggest that the daily returns, squared returns, and absolute returns
exhibit long memory, hence, shocks decay at a slower rate. However, the persistence is lower in the returns compared to
the squared and absolute returns.
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Table 4: Long memory estimation through the fractional integration parameter d.

Returns  Absolute returns  Squared returns
Panel A:
Semiparametric estimation methods
GPH estimator 0.0389 0.2828 0.2749
LW estimator 0.0347 0.2611 0.2461
ELW estimator 0.0504 0.2779 0.2628
Panel B:
Parametric estimation method
ARFIMA-FIGARCH process — 0.1178 0.1278

Note: Estimated outcomes of the fractional integration parameter d for the returns,
absolute returns, and squared returns (conditional volatility) using the semiparametric
(in Panel A) and parametric (in Panel B) approaches.

The obtained outcome of 0.9749 indicates that the market’s returns volatility displays considerable persistence, with
a volatility half-life of about 27 days. This suggests the presence of considerable long memory in the return’s volatility,
but it is still mean reverting since the outcome is significantly less than one. This implies that even if it takes a while,
the volatility process does go back to its mean (see [3]). With this decay rate of 0.9749, we plot the decay process using
the (0_9749)day following the method of Chen and Shen [99], Chiang et al. [100], and Chou [6] for the first 100 days as
shown in Figure 3. Panel A of the plots displays the decay of shock impacts through the f{GARCH(1,1)-NIG model, and
it shows that the impact decays slowly (see [3]), dropping to half the intensity in about 27 days. The limit of the decay
sequence is zero [3] as shown by the decline towards zero. This confirms that the volatility process is mean reverting.
The unconditional variance of the f{GARCH(1,1)-NIG model for the S&P Indian market over the sample period is 1.7659,
implying a mean annualised volatility of 21.10%, which is quite close to the sample estimate of the unconditional volatility
presented in Section 3.1.2.

Decay Curve: fGARCH and GAS Models

(A) f{GARCH (B) GAS
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Fig. 3: Panels (A) and (B) display the decay of volatility persistence through the f{GARCH(1,1)-NIG and GAS-AST1 models,

respectively. The two decay curves follow the same trajectory because the persistence estimates from the two models are the same
(i.e., 0.9749).
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From the outcomes of the ARMA(1,1)-fGARCH(1,1) models in Table 3, the mean and variance equations of the
fGARCH(1,1) model when fitted with the assumed NIG innovation can be stated as:

= W+E&
=ct+cirh-1+tvi&_1+&
= 0.0106+0.3208r;_; — 0.2556¢&,_1 + &

th =0+ 0 G,Y,] (|lzi=1 = G| = Cri{z—1 — CZI})5 +ﬁ16,y,1
0, = 0.0443 4 0.09000, (|51 — 1.3191] 4 0.1919{z,_; — 1.3191})"**** + 0.81136,' 7"

3.2 Application of the GAS Model

Next, we present the outcomes of the estimations involving the observation-driven GAS model. Hence, among seven
selected assumed innovations, we use this study to determine an optimal or the most adequate assumed innovation
distribution that captures volatility persistence estimation through the GAS model. The seven assumed innovations are
the Normal, skew-Normal, Student’s ¢, skew-Student’s #, asymmetric Student’s ¢ with two tail decay parameters (AST),
asymmetric Student’s ¢ with one tail decay parameter (AST1), asymmetric Laplace distribution (ALD). Details on these
error distributions can be found in [5,34,43,49].

Model selection and comparisons are carried out using two information criteria AIC and BIC as shown in Table 5.
It is observed from the table that the GAS parameter estimates K, dg and bs are statistically significant at 1% level
under the seven innovation distributions, except for the K that is insignificant under the Student’s 7 distribution and is 5%
significant under the skew-Student’s ¢ distribution. The table’s results further show that both the AIC and BIC have their
lowest values under the AST1 innovation. Hence, the volatility persistence in this market’s returns can be most adequately
described through the GAS model fitted with the AST1 assumed innovation.

Table 5: Empirical outcomes of the GAS modelling on the real return data.

Normal skew-Normal Student’sr skew-Student’s ¢ AST AST1 ALD
Ko 0.0080* 0.0039* -0.0030 0.0036** 0.0227* 0.0226* 0.0048**
dg 0.1239* 0.0305* 0.2048* 0.0499* 0.0509* 0.0508* 0.0666*
bs 0.9689* 0.9696* 0.9743* 0.9746* 0.9747* 0.9749* 0.9724*
AIC | 9275.222 9259.497 9109.057 9103.281 9094.407  9092.654 9110.983
BIC | 9299.234 9289.512 9139.072 9139.299 9136.429 9128.672 9140.998

Note: The empirical outcomes of the fit of the GAS model. The “*” and “**” denote 1% and 5% levels of
significance, respectively.

The estimated volatility persistence by under this optimal AST1 distributed error is 0.9749. The outcome indicates
that the GAS parameter bs in B is estimated close to unity with a volatility half-life of about 27 days, which implies
a considerable persistent dynamic process for ¥,. This persistence outcome of 0.9749 coincides with the persistence
outcome obtained from the best model fGARCH(1,1)-NIG (i.e., the fGARCH(1,1) model fitted with the NIG assumed
distribution) in Section 3.1.7. The high persistence outcome is consistent with the findings of Pandey and Kumar [10],
who used the GARCH(1,1) model on the Indian S&P CNX NIFTY 50 for the sample period 1997 to 2012 and found high
persistence in the volatility process. However, this study used a more robust approach that involved a comparative use of
the omnibus f{GARCH and GAS models to estimate the persistence of the return volatility.

Panel B of Figure 3 shows that the impact of shocks through the GAS-AST1 model decays toward zero mean reversion,
where the persistence impact dropped by half in about 27 days. That is, it follows the same trajectory as in f{GARCH(1,1)-
NIG model in Panel A, thus both models have the same persistence outcomes. The outcome further suggests the existence
of long memory in the volatility of the returns. In addition, the estimated value of the unconditional scale (volatility or
variance) under the GAS-AST1 model for the S&P Indian market over the sample period is 2.4605, implying a mean
annualised volatility of 24.90%. To summarise, this study shows that when the underlying true innovation distribution is
unknown, the f{GARCH model fitted with the NIG assumed innovation and the GAS model fitted with the AST1 are the
most suitable to describe the returns for volatility persistence estimation in the S&P Indian market.
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From the outputs of the GAS-AST1 model in Table 5, the equation of the GAS model for the time-varying scale (or
volatility) parameter can be stated as:

¥, =0.0226 4+ 0.0508s; +0.97499,. (56)

3.3 Application of the Beta-Skew-t-EGARCH Model

These estimates of the persistence from both the f{GARCH and GAS models indicate that the returns volatility exhibits
considerable long memory since the persistence tends towards (or is close to) one. Moreover, their mean reversions (from
the half-life computations) are somehow slow, which implies that the volatility of returns approaches the average or
long-run volatility slowly. Based on this, we carry out further investigations on the long-memory behaviour of volatility
decomposition into long-term and short-term components, and possible asymmetry (or leverage effect), fat-tails and
skewness in the process using the one- and two-component Beta-Skew-r-EGARCH models, and then compare their
outcomes. To be precise, we use both the one- and two-component models to estimate leverage effects, fat-tails, and
skewness in the returns. We further use the two-component model to investigate the long-memory decomposition of
volatility. That is, the two-component model is used to determine if the persistence of volatility can be decomposed into
long-term and short-term processes. The results of fitting these one- and two-component Beta-Skew-7-EGARCH models
are then compared to determine a superior fit. The conditional error of the Beta-Skew--EGARCH model is distributed as
a skew Student’s ¢ (see [1,2]). Skewness 1 in the two models is applied through the method proposed by Ferndndez [85]
(see [1,2,34]). Hence, n < 1(n > 1) implies left (right) skewness.

We begin with the one-component modelling. Panel A of Figure 4 displays the plot of the fitted conditional standard
deviations for the one-component model. The plot shows that the return series is characterised by time-varying volatility
with a strong volatility spike caused by the global COVID-19 pandemic crisis in 2020. The outcomes of estimation through
the one-component Beta-Skew-r-EGARCH model are presented in Panel A of Table 6. From the table (in Panel A), the
estimated degrees of freedom V in the skew Student’s ¢ innovation is 6.2102, which is a reasonably fat-tailed conditional
Student’s ¢ density. The skewness estimate 1] is about 0.8709, which relates to pronounced negative skewness ( < 1) in
the residuals z;.

(A) S&P Indian Index (Daily): One-component (B) S&P Indian Index (Daily): Two-component

One-component: Standard deviation
3
!
Two-component: Standard deviation

T T T T T T T T T T T T
2010 2012 2014 2016 2018 2020 2010 2012 2014 2016 2018 2020

Year Year

Fig. 4: Panels (A) and (B) present the fitted conditional standard deviations of the one- and two-component models, respectively.

The leverage effect estimate K™ is positive, which indicates that large negative returns are being followed by higher
volatility. This implies that negative shocks or bad news will impact future volatility more than positive shocks or good
news of the same size. In other words, the outcome shows an asymmetric effect with a stronger impact from negative
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Table 6: Empirical and Simulation Outcomes of the Beta-Skew-1-EGARCH Model.

Panel A Panel B
Empirical Outcomes Simulation Outcomes
Beta-Skew--EGARCH Model Beta-Skew--EGARCH Model

One-Component Two-Component | One-Component Two-Component
a [se] 0.0142 [0.0482] 0.0529 [0.1293] 0.0212 [0.0430] 0.0461 [0.1106]
o [sel 0.9721 [0.0056] 0.9988 [0.0015] 0.9771 [0.0034] 0.9979 [0.0012]
h2ly, (Days) 577
6> [sel — 0.9550 [0.0092] — 0.9529 [0.0078]
h2ly, (Days) 15
K1 [sel 0.0402 [0.0054] 0.0076 [0.0030] 0.0413 [0.0041] 0.0151 [0.0038]
K [se] — 0.0301 [0.0061] — 0.0238 [0.0062]
K* [se] 0.0337 [0.0039] 0.0379 [0.0044] 0.0324 [0.0030] 0.0414 [0.0035]
1 [se] 0.8709 [0.0207] 0.8742 [0.0208] 0.8611 [0.0163] 0.8613 [0.0162]
V [se] 6.2102 [0.6855] 6.3534 [0.7171] 6.0746 [0.4639] 6.3577 [0.5032]
BIC 3.0255 3.0266

Note: @& estimates the long-term log-volatility, ¢; and ¢ are estimators for the long-term and
short-term persistence parameters, respectively, and & (K») estimates the long-run (short-run)
response to shocks. h2ly, and h2ly, are measures of the half-life for ¢ and ¢, respectively. &*
estimates the leverage parameter, while 7} and V are estimates of the skewness and degrees of
freedom, respectively. [se] in square bracket is the standard error of the estimated parameter.

shocks. In the event of asymmetric effects, Mishra [101] reported that investors’ attention becomes more short-term
focused. Investors tend to constantly review their investment portfolios for liquidity and performance, even if such
investments are purchased with a long-term view. This could have an adverse influence on economic growth and business
investment spending because investors tend to move their funds to more liquid and less risky assets as a result of such
effects.

Next is the two-component modelling. Panel B of Figure 4 displays the plot of the fitted conditional standard deviations
for the two-component model. Panel A of Table 6 presents the outcomes of the estimations involving the two-component
model. From the table, the degrees of freedom estimate in the skew Student’s # innovation is 6.3534, suggesting fat-tails
in the conditional Student’s 7 density. The estimated skewness is about 0.8742, which indicates a pronounced negative
skewness. This implies that the risk of a large negative demeaned stock return is greater than that of a large positive
demeaned stock return. The persistence of shocks in the long-run component qS, is very high at 0.9988, with a mean-
reversion half-life (h2ly, ) of about 577 days (i.e., about a year and seven months). This long-run half-life outcome suggests
that the long-run effect of the volatility, which was partly caused by the 2020/2021 global COVID-19 pandemic crisis,
would persist for as long as about a year and seven months before returning halfway back to the normal state. This indicates
that even if the volatility of returns appears to have quite a long memory, it will still mean revert since the persistence
estimate is less than one [3, 100]. This implies that even though it takes a long time to revert, the volatility process does
go back to its mean [3, 100]. Due to the persistence caused by the pandemic outbreak, the Indian economy contracted by
6.6 percent during the fiscal year 2021 but staged a mild recovery in the fiscal year 2022 when it grew 8.7 percent [102].

The persistence of shocks in the short-run component (}32 is 0.9550, with a half-life (h21y,) outcome of about 15 days.
Hence, the short-run component decays much faster than the long-run component. In other words, it can be seen from the
persistence outcomes that ¢, < ¢; < 1 and from the half-life results that h2ly, < h2ly,, hence the short-run component
decays more quickly than the long-run component that dominates the volatility persistence process. Panel A (Panel B) of
Figure 5 shows that the decay of persistence impact in the long-term (short-term) reached half in about 577 days (15 days)
and it continues towards zero mean reversion.

The parameter estimate K that indicates the long-run response of volatility to shocks is 0.0076, while the estimate &»
for the short-run response to shocks is 0.0301. These estimates show a significant discrepancy, where the outcomes reveal
that the unexpected arrival of news influences the short-run component considerably more than the long-run component.
In other words, the response to the effect of shocks in the short-run is higher than in the long-run volatility. More precisely,
the long-run component displays smaller proportional effects of about 20 percent response to volatility shocks as compared
to 80 percent from the short-run component!3. However, even though the short-run component has a stronger shock effect,
it is short-lived (see [86, 99, 100] for related outcomes).

13 The total displayed response to shocks via kj and &» from the model as shown in Table 6 is 0.0377 (i.e., 0.0076 + 0.0301). Hence,
there are 20.16% ~ 20% and 79.84% =~ 80% responses to volatility shocks by the long-term and short-term components, respectively.
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Fig. 5: Panels (A) and (B) present the long-term and short-term decay curves, respectively.

To summarise, this study finds the existence of both short-term and long-term volatility in the persistence process,
where the response to the effect of shocks in the short-run is much higher than in the long-run volatility. This infers
that higher volatility in the process is mostly due to the short-run volatility increase. However, the short-run volatility
fluctuation is brief, while the long-run mean-reversion of volatility persistence will dominate thereafter. Precisely, the
short-run effect is big but short-lived. Although the long-run component displays a pronounced longer persistence into
the future, its response to volatility shocks is much lower than that of the transient short-run component. This means that
investment and other market risks in the long term seem to be considerably under control in the market.

3.4 Simulation Study

Following the empirical outcomes, we run a set of Monte Carlo experiments using the true parameter outcomes from the
Beta-Skew--EGARCH specification to further ascertain the validity of both the one- and two-component Beta-Skew-z-
EGARCH model’s results.

For the one-component simulation, we use sample size N = 5,000 simulated returns, generated from the true parameters
o = 0.0142, ¢; = 0.9721, x; = 0.0402, ¥* = 0.0337, n = 0.8709, and v = 6.2102. These true parameter values are
empirical outcomes (i.e., MLE estimates) from fitting the first order one-component Beta-Skew-#-EGARCH model to
the real Indian returns data. We use seed value 12345 for the simulation. Next, we fit the one-component Beta-Skew-
t-EGARCH model to the simulated dataset and obtained the outcomes as presented in Panel B of Table 6 under the
“One-Component” model. From the table, the estimated degrees of freedom V in the skew Student’s ¢ is 6.0746, the
leverage parameter estimate K* is 0.0324, while the skewness estimate 7] is about 0.8611. These outcomes are quite close
to the empirical results in Panel A of the table.

For the two-component simulation, we follow the same steps by using N = 5,000 simulated returns, generated from
the true parameters @ = 0.0529, ¢; = 0.9988, ¢ = 0.9550, x; = 0.0076, k, = 0.0301, x* = 0.0379, n = 0.8742, and
Vv = 6.3534. We use seed value 12345 for the simulation. The true parameter values are obtained by fitting the first
order two-component Beta-Skew-r-EGARCH model to the real Indian returns data. Next, we fit the two-component Beta-
Skew-t-EGARCH model to the simulated dataset and obtained the outcomes as presented in Panel B of Table 6 under
the “Two-Component” model. The estimates of the long-run qS, and short-run d32 are 0.9979 and 0.9529, respectively, and
they are quite close and consistent with the empirical outcomes in Panel A of the table.

Moreover, given a 95% nominal recovery level, the True Parameter Recovery (TPR) outcome for the leverage
parameter estimate K* in the one-component model is 91.34%, while the TPR outcome for the long-run (short-run)
estimate is 94.91% (94.79%) in the two-component model. These outcomes indicate a good performance of the
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Fig. 6: Panels (A) and (B) display the plots for one-component simulated returns and two-component simulated returns, respectively.

simulation experiments. Hence, the simulation experiments performed considerably well with suitably valid outcomes.
Thus, the leverage effect is evident, with long-memory decomposition into the long-run and short-run components. The
response to volatility shocks is more pronounced in the short-lived short-run component than it is in the long-run
component. Panels A and B of Figure 6 display the plots for one- and two-component simulated returns, respectively.
Both plots show that the simulation return series is characterised by time-varying volatility.

3.5 Model Comparison

Next, we compare the results from the one- and two-component Beta-Skew-r-EGARCH model through the BIC!#
values, and the outcomes suggest that the one-component model outperforms the two-component model. This outcome is
consistent with that of Harvey and Sucarrat [1], where the one-component model also performed better than the
two-component model; but the outcome is in contrast with the findings of Sucarrat [2], where the two-component model
outperformed the one-component model. Moreover, as reported by Harvey and Sucarrat [1], the use of the
two-component model does not always give a better fit.

3.6 Discussion

In this study, we used three autoregressive models comprising the f{GARCH, GAS, and Beta-Skew-1-EGARCH models to
estimate six features of return volatility that are relevant for robust risk management in the S&P Indian market index. These
features are stylised facts that characterise the market, and they include volatility persistence, mean-reversion, asymmetry
(or leverage effect), skewness, fat-tails, and the long-memory behaviour of volatility decomposition into long-term and
short-term components. The ability of these models to capture these stylised facts provided a high degree of robustness

14 We used BIC for model selection because it shows consistency as the sample size increases, such that the criterion will select a
true model of finite dimension if it is included among the candidate models [103]. In other words, the BIC chooses the true model
with probability one, with the assumption that the true model is among the set of selected candidate models (see [104,105]). Moreover,
using consistency property, the BIC discourages overparameterisation where it imposes more heavy penalties than the AIC on model
complexity [95]. Hence, the BIC potentially favours highly parsimonious models which are neither overly simple nor overly complex
but usually lie between the two [106].
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for volatility modelling in the market’s returns. Both simulations and empirical evidence were used to show the accuracy
of the estimations.

To begin with, the study comparatively used the robust {GARCH and GAS models to estimate the magnitude and
dynamics of the persistence in conditional volatility using the returns from the market index. The outcomes of the
estimations found the NIG and AST1 assumed errors as the most adequate (or optimal) error distributions to use with the
fGARCH and GAS models, respectively, for volatility modelling when the underlying error distribution is unknown in
the returns. Hence, the NIG (AST1) distribution may be widely used with the fGARCH (GAS) model to improve the
accuracy of volatility modelling for risk measures in finance and other areas. Appropriate risk management with proper
economic policy implementation could create a channel for profit maximisation by financial institutions and individual
investors [107].

By fitting each of the optimal assumed innovations to their respective model, the study found considerably high
volatility persistence in the market returns. The high persistence suggests the presence of volatility clustering in the
returns. Knowledge about the clustering of volatility allows market agents to adopt dynamic and flexible trading strategies
that are suitable either for high-volatility or low-volatility regimes [10]. The study further showed that the f{GARCH and
GAS models performed equally well in the volatility persistence (and mean-reversion) estimations when fitted with their
respective optimal assumed errors. Next, we comparatively used the one- and two-component Beta-Skew--EGARCH
models to estimate other features of the return volatility that include leverage effect or asymmetry, skewness, fat-tails,
and the long-memory behaviour of volatility decomposition into long-term and short-term components. Specifically, we
used both the one- and two-component models to estimate leverage effects, fat-tails, and skewness in the returns. Through
the one- and two-component models, our findings show that negative skewness and leverage effects are pronounced, with
considerable fat-tails in the conditional density. The leverage estimate is positive, which indicates that large negative
returns are being followed by higher volatility. The pronounced negative skewness estimate implies that the risk of a large
negative stock return is greater than that of a large positive stock return.

Also, we used a parametric approach through the ARFIMA-FIGARCH models, and three semi-parametric approaches
via the log periodogram estimator of Geweke and Porter-Hudak (GPH), the local Whittle (LW) estimator, and the exact
local Whittle (ELW) estimator to estimate and determine the presence of long memory in the returns, absolute returns, and
squared returns. The results of the estimations indicate that the daily returns, squared returns, and absolute returns exhibit
long memory, hence, shocks decay at a slower rate. However, the persistence is lower in the returns when compared to the
squared and absolute returns.

Furthermore, we used the two-component Beta-Skew--EGARCH model to investigate the long-memory
decomposition of volatility. Through this two-component model, the study found the existence of both long-run and
short-run components of volatility in the persistence process, but the response to the effect of shocks in the short-run is
higher than in the long-run volatility. This response to shock effects is also part of the findings of the fGARCH
modelling. This implies that higher volatility in the process is mostly due to the short-run volatility increase. Further
findings through the two-component Beta-Skew-f-EGARCH model using the half-life estimation showed that the
short-run volatility fluctuation reverts much faster to the mean or normal volatility state than the long-run volatility
persistence. Consequently, these results show that with the arrival of news in the stock market, the long-run component
displays a much lower response to the effect of shocks (or change to volatility) than the transient short-run component. In
summary, the short-run effect is big but short-lived, while the long-run effect is much lower but persists into the future.
This means that investment and other market risks in the long term seem to be considerably under control in the market.

Lastly, a comparison of the two versions of the Beta-Skew-#-EGARCH model showed that the one-component model
outperformed the two-component model. These discussed outcomes summarily answered the four research questions,
and the study shows that the market returns are characterised by the six stated volatility features, namely, pronounced
persistence, mean reversion, leverage effect or volatility asymmetry, conditional skewness, conditional fat-tailedness, and
the long memory behaviour of volatility decomposition into long-term and short-term components.

4 Conclusion

In conclusion, this study largely contributes to the literature by comparing the fit of two robust models involving the
fGARCH and GAS. The fGARCH model uses the dynamics of the residuals to drive the conditional volatility while the
GAS model uses the dynamics of the conditional score to drive the time-varying parameters of the time series process. To
the best of the authors’ knowledge, the comparison of these two robust models has not been carried out in previous studies
for modelling the dynamics of volatility. Risk management systems are highly dependent on the underlying assumed
distribution, and the identification of a distribution that adequately captures every aspect of the given financial data. This
may be of great benefit to investors and risk managers [108]. Hence, our findings showed that to determine a reliable
volatility (risk) modelling approach in a financial time series with unknown underlying error distribution, the NIG (AST1)
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assumed error could be recommended for use with the f{GARCH (GAS) model. The study further revealed considerably
high volatility persistence, negative skewness, leverage effect and fat-tails in the S&P Indian financial market returns.

Lastly, our findings from the long-memory behaviour of volatility decomposition revealed that although the response
to shocks is greater in the short-term component, it is however short-lived. On the contrary, despite a high degree of
persistence in the long-term component, market information or unexpected news arrival only has a low long-run impact
on the market. Based on this, the long-run investment risks within the Indian stock market seem to be under control. Hence,
our findings suggest that rational investors should try to stay calm with the arrival of unexpected news or unforeseen events
in the Indian stock market because the long-run effect of such news will not be severe, and the market will eventually
return to its normal state. With the presence of short-term and long-term components and their impacts on the market, this
study also suggests that market managers and government should make efforts to understand the implications of changes
in their system of trading and policies implemented. Such moves (or actions) will facilitate improvement in the market
activities and further enable them to better control risks in the market.

For future studies, the authors intend to explore the functionalities of other robust time-varying models for volatility
modelling and forecasting in multiple market indices. Specifically, the authors intend to use the apARCH model [42] as
an extension of the GARCH model, and the score-driven extensions involving the two-component Beta--QVAR-M-lev
model proposed by Haddad et al. [18], and the Beta-.-EGARCH model with random shifts (RS-Beta---EGARCH model)
developed by Alanya-Beltran [45].
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