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Abstract: The increasing popularity of Machine Learning in the education business can be attributed to its capacity to 
enhance several aspects of the educational system. The objective of the present study is to construct a prediction model 
utilizing Machine Learning techniques in order to forecast students' academic performance. In the contemporary 
competitive landscape, academic institutions are compelled to engage in the proactive task of predicting students' 
academic performance, categorizing them based on their individual talents, and implementing strategies to enhance their 
success in examinations. In order to identify students who may require early intervention and support, educational 
institutions must have the capacity to analyze student learning behavior through the application of predictive models for 
student achievement. The present study utilized a sample of 1087 students enrolled at King Abdulaziz University in Saudi 
Arabia to make predictions about student scores by employing the GMM model. The results indicated that the mean score 
achieved by students enrolled in this particular course varied between 14 and 93. The findings also indicate that the 
optimal model for predicting students' academic achievement is the mixture model with four components and varying 
variances. 
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1 Introduction 

The study examines age, sex, obesity, average family income, family size, father and mother education, marital status, 
and school characteristics including gender, academic level, and others [1] stress, lifestyle, and academic performance. 
Random forests, gradient boosting, stacking, and artificial neural networks were used. Gradient boosting, randomization, 
ANN, and logistic regression followed stacking as the best algorithm. Lifestyle greatly impacts academic success. This 
study predicts undergraduate Chinese university students' GPAs using socioeconomic background and admission exam 
results using ANN [2]. In the first stage, statistical assessments of students' background information showed that GPAs 
improved annually, female students had better grades than male students, rural and urban students performed similarly, 
and non-repeating students performed substantially better than repeat students. GPA matches the admission exam English 
test best. Mothers affect academic success more than fathers. Predicting final test scores for undergraduates based on their 
midterm results is the  focus of this study [3], which uses machine learning techniques. Various methods for predicting 
students' final test scores, including Random Forests, Nearest Neighbors, Support Vector Machines, Logistic Regression, 
Naive Bayes, and Nearest Neighbors, were evaluated. Looking into two parts. Grades in Achievement are a Measure of 
Academic Success. Quantitatively evaluate various machine learning approaches. 75%-90% precision. The study [4] 
looks for a prediction tool that can assist at-risk pupils to succeed by identifying them early. This forecasting approach 
might increase student achievement and decrease dropout rates. To reduce failure and improve performance, it can assist 
in identifying students who require additional support. We put decision trees, logistic regression, support vector machines, 
random forest classifiers, and K-nearest neighbors to the test. 91.7% accuracy and an R2 of 0.977 in regression gave the 
Random Forest Classifier the highest overall classification score, according to the experiments. Eight models for 
predicting. In this research [5] decision tree, naive Bayesian, SVM, and neural network approaches were all used in this 
study. SVMs fared better than other machine learning techniques. The support vector machine technique can be used to 
develop a prediction model to foretell learners' performance after achieving 78.75% correct categorization. The program 
forecasts student achievement and recognizes pupils who are at danger. In this paper [6] four categorization models were 
created to predict the performance of Al-Muthanna University, College Of Humanities computer science students. Fully 
linked feed-forward Artificial Neural Network, Naïve Bayes, Decision Tree, and Logistic Regression were employed. 
ROC index performance and classification accuracy were used to compare models. ANN model gets the highest ROC 
index (0.807) and accuracy (77.04). The decision tree model shows that not all qualities are classified. Computer Grades-
Course1, Accommodation, Computer Study Interest, Educational Environment Decision tree models use satisfaction and 
residency. In this paper [7] research seeks to accurately predict student performance to improve academic outcomes. 



2870                                                                                               A. Alsulaimani: Modeling and Classification of… 

 
© 2023 NSP 
Natural Sciences Publishing Cor. 
 

Educational data mining can help give high-quality education. Accurate student learning estimation is one strategy to 
improve higher education quality. Many mining-based prediction methods exist. Existing policies have struggled to meet 
the education framework's higher and master training requirements. This paper reviews current models and proposes a 
new model to predict student achievement. This research addresses the problems and opportunities of quality education 
in higher education institutions and proposes a methodology for increasing education quality. In [8] this study looks at at-
risk identification and academic achievement prediction using deep learning. This study uses deep neural networks 
(DNN), decision trees, random forests, gradient boosting, logistic regression, support vector classifiers, and K-nearest 
neighbors to forecast students' future academic success based on their first-year grades. Paper [9]. In order to forecast the 
outcomes of pupils, the study analyzed various classification techniques, including the Artificial Immune Recognition 
System v2.0 and AdaBoost. The study's highest categorization accuracy, 95.34%, was generated using deep learning 
techniques. A statistical choice was made to choose the optimum classification techniques by calculating the Precision, 
Recall, F-Score, Accuracy, and Kappa Statistics Performance. The 10140 student records in the dataset were used in this 
investigation. [10] predicts course performance. Data mining uncovers patterns in large volumes of data. These patterns 
may aid analysis and prediction. Education data mining includes data mining applications in education. These apps 
analyze student-teacher data. Analyses can classify or predict. Nave Bayes, ID3, C4.5, and SVM are studied. Experiment 
uses UCI machinery student performance data. Algorithm accuracy and error rate are assessed. This research [11] suggests 
utilizing a statistic that has never been used in the K-means technique to optimize the clustering-number determination. 
The K-means algorithm's grouping effect is then evaluated by discriminant analysis. This [12] essay tries to discuss 
current developments in estimating students' academic performance. We outline the metrics for measuring educational 
achievement and point out the advantages and disadvantages of the most popular data processing (DM) tools and 
techniques now in use. Additionally, we provide a current evaluation of the EDM research that has been published in 
recent years with a focus on predicting academic achievement in educational activity. .In this study [13] the Naïve , Bayes, 
K Star, IBK, and Nearest Neighbor (KNN) classifiers that can run incrementally have been contrasted. Applying the 
closest neighbor algorithm to the utilized Student Evaluation data-set shows that it performs more accurately than other 
algorithms. In this study [14] a group of students majoring in computer science at several undergraduate colleges in 
Kolkata are first given a set of characteristics. Since there are a lot of qualities, feature selection algorithms are used on 
the data set to get rid of some of them. Then, five classes of Machine Learning Algorithm (MLA) are applied to this data 
set, and it is discovered that the decision tree class of algorithms produced the best results.  

2 Gaussian mixture model 

Without specifying a data set for the sub-population that contains a single observation, a mixture model, which is 
probabilistic, simulates the existence of sub-populations within the overall population [15]. The mixture distribution, 
which describes the probability distribution of observations throughout the entire population, is met by this model [16]. 
The issue of determining the characteristics of the total population from the characteristics of the sub-populations is 
connected to "mixture distributions" problems. However, "mixture models" are used to provide observations on the pooled 
population without knowing the identification of the sub-populations and to draw statistical conclusions about their 
characteristics. [17]. Some mixture model execution techniques include stages that draw attention to (or give more weight 
to) hypothesized sub-population identities for particular observations [18]. They are regarded as types of unsupervised 
learning or clustering techniques in this situation [19]. 

 
Fig. 1: Flowchart of the model algorithm which started with parameter’s identifications and ended with achieved results. 

Model Selection 

The issue of selecting a single model from a group of potential models is known as model selection It is usual practice to 
select a model based on its performance on a hold-out test data-set or to calculate model performance by resampling [20]. 
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It is common practice to utilize AIC and BIC as model selection criterion [21] AIC and BIC stand for Akaike's Information 
Criteria and Bayesian Information Criteria, respectively. The AIC and BIC are calculated using the equations below [22]: 

𝐴𝐼𝐶 = −2𝐿𝑛(𝐿) + 2𝐾					       (1) 

𝐵𝐼𝐶 = −2𝐿𝑛(𝐿) + 2𝐿𝑛(𝐿𝐾)				   =   (2) 

where k is the number of estimated parameters, N is the number of recorded measurements, and L is the likelihood value. 
An improved fit is indicated by a lower AIC or BIC value [23]. 

3 Numerical results  

The performance of the students that available historical in King Abdul Aziz University.  

 
Fig. 2: Shows the distribution for the score of students 

Table 1: The descriptive statistics for the score of students 
Var. Mini. Maxi. S.D Mean 
The Score 0.000 100.000 23.680 60.684 

Table 2: Evolution of the AIC for each mode 
Model/Number of classes 2 3 4 5 
V -9860.178081 -9794.981 -9729.850  
E -9971.720 -9897.766731 -9860.387 -9864.387 

Table 3: Different four components and its proportions. 
Class 1 2 3 4 
Proportions 0.096 0.145 0.627 0.133 

Table 4: The mean by the four components 
Class 1 2 3 4 
Mean 14.000 36.919 66.250 93.988 

Table 5: The variance by the four components 
Class 1 2 3 4 
Variance 25.777 33.171 149.131 20.984 

Table 6: The model selection under selected criterion. The smallest one criterion is NEC which indicate that there is a 
clustering structure in the data 

BIC AIC ICL 
-9784.753 -9729.850 -10214.587 
Log-likelihood NEC Entropy 
-4853.925 1.680 214.917 
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Fig. 3: No assignment exists in classes 4 by the MAP classification. 

 
Fig. 4:  Shows the mixture model 
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Fig. 5: The estimated CDF and empirical CDF are very close under the mixture model, which satisfies the accuracy of 
the estimation 

 
Fig. 6: Shows the quintiles of the estimated mixture density. 

4 Conclusion  

In this study, we classified student performance using the model of Gaussian mixtures and discussed the enormous 
challenge of forecasting student performance.  The V (Variable variance) with 4 component(s) is the best mixture model, 
as determined by the AIC criterion. The EM algorithm failed to converge. The Bayesian information criteria recommend 
increasing the maximum number of iterations (see Table 2), and it shows that the mixture model with four components 
and    different variance is the optimum model. The proportions of the four components ranged from 0.096 to 0.133 (see 
Table 3). Four components' means ranged from 14 to 93 (see Table 4). and the four components' variances ranged from 
20 to 1 (see Table 5). Finally, it must be pointed out that the implementation of such a mechanism to predict the 

0

0.2

0.4

0.6

0.8

1

1.2

-101030507090110

Cu
m

ul
at

iv
e 

D
is

tr
ib

ut
io

n 
Fu

nc
tio

n

Date

Cumulative Distribution Function

Empirical CDF Estimated CDF

0

20

40

60

80

100

120

020406080100120

Q
ua

nt
ile

s f
ro

m
 th

e 
sa

m
pl

e

Quantiles of the estimated mixture density

Q-Q plot



2874                                                                                               A. Alsulaimani: Modeling and Classification of… 

 
© 2023 NSP 
Natural Sciences Publishing Cor. 
 

performance of students is extremely useful. 
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