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Abstract: Residual and past residual entropy functions concatenated with uncertainty measurements are predominant
factors in information theory. Many existing comparative analysis procedures are already asserted for determining the
aging process of associated components like life testing problems and survival function. This paper focuses on proposing
functions that are based upon the extended exponential distribution (EED). Existing past residual entropy function is
examined on upper bounds of different order statistics and the results are analyzed for proposed Shannon’s entropy and
residual entropy functions.
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1 Introduction

The main investigation of uncertainty measures was adopted by Nyquist [1] and Hartley [2]. Later Shannon [3]
done one extraordinary discovery that is the ability to actually quantify “amount of information” inherent in a probability
distribution and this has paved way to countless discoveries that affect many attributes in our daily lives (e.g., cell phone
and positioning system (G.P.S) technologies) etc. known as Shannon entropy (SE). For a continuous random variable
(r.v) Y, Shannon’s entropy is defined as:

SE(Y)= - Eflog f(y)] (M

For various properties of the EED one should refer to Nadarajah and Haghighi [4]. Analytical expressions of the entropy
of univariate distributions are discussed in [5,6,7]. Similarly, for the order statistics, the uncertainty measures have been
studied by elite group of researchers. Several results are provided by Wong and Chen [8], Park [9], Lazo et. al, [10] and
some characterizations of SE for order statistics. Some real world problems like robust statistical estimation, description
of probability distribution of record values and order statistics, detection of outliers, case-study of censored samples has
been successfully addressed by the theory of order statistics. Attributes of information pertaining to order statistics that are
based on Kullback-Leibler [11] and measure using probability integral transformation are completely investigated by
Ebrahimi et.al [12,13]. Several abstractions of Shannon’s entropy are present in the collection of research papers of
information theory. Accordingly, in this article we derive the entropy expression for EED. The SE measures amount of
information (uncertainty) associated with a r.vY . In the present communication, exact analytical expression of SE for an
extended exponential distribution (EED) has been derived.
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2 Shannon Entropy of EED
Consider a r.v Y having EED with pdf and the cdf respectively given as:

)= pug (1+gy) el -0ron” )

and

_1_ M0 ”
F(y)=1-e 3)

respectively, for y>0, >0 and >0, where ¢ the scale and u the shape parameter.
log(£(1)=log(ud) +(u~Dlog(1+ ) +(1-(1+4)*). @
using equations (2) and (4) in equation (1):

SE(Y)=-log(ug) (-1 E(log(1+4y))- EA-(1+¢7)*  (5)
we have to derive the expressions £ (log( 1+ ¢ y)) and E(l —(+¢ y))”

Now using the definition of expectation and then substitution(l +¢ y): x, l<x<ooand integrating with the help of

software mathematica, we get:
E(log(1+¢y))= L 0.596347 (6)
Y7

and we derive the

E(l-(+¢y)) =-1 %)

Using the above substitution and using equations (6) and (7) in equation (5), we get:

SE(Y)=—log(ug)—H=D 0 50634711
y7;
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10 Shannon Entropy w.r.t u

Figl: Shannon’ entropy for different values of p.

It is clear that Shannon Entropy of EED with respect to is decreasing with the increase in the value of £{.

2.1 Preliminaries and Some Relations of Order Statistics

Assume that the random sample V,,Y,,...,Y be from a distribution function (cdf) F(y)with pdf f(y). By arranging
Y.,Y,,...,Y, from the lowest to highest, order statistics of }},Y,,...,Y is defined as ¥,, <Y, <...<Y,,,. The density

of mth order statistics refer to [14] is given by,

Son (V) = (FON"A=F)"™"f () (®)

n!
(m-DV(n—m)
For m=12,...,n
In recent past, order statistics and their moments established major interest and number of researchers including Saran

and Pushkarna [15], Devendra Kumar et al. [16] derived expressions of m! order statistics for single moments,

E (Yw(fl )= ,ur(,f:)n gave an explicit expressions for EED given in (2) for 0 <m <n and s =0,1,2,.....,

5 (m _ 1)' ewm+x+1 g [m _ ljmzi (_ 1)x+s—k ]_,[ I

= | —+Ln-m+x+1
Hypn (n—l)!(m—n)! ;o =l ox kzo(n—m+x+l)l+(k/”) P n-m+x ]

Mean and variance of order statistic for EED is obtained by putting s = 1,2, given as:

n-m+x+l m-1 _ _ x+1
- 1) e m-] )T (Ln—m+x+1)+ ) r l+1,n—m+x+1
)1+(1/,J)

Arn =G Dm-n) ¢ = x [~ 4

And
n-m+x+l m-1 _ 1)+2 gl
Gi:n = (n _(:,;'(_n/ll)i }’l)' ¢ ¢2 Z (mx lj[rl_(ml—?wr(l,n—m+x+l)+%r[l+l,n—m+x+lj
: ' =0 n—m+x+1) U
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(_1) )H(Z/#)F(%+l,n—m+x+lﬂ—[ ,(nl)n ]2

(n—m+x+1

2.2 Order Statistics of EED

The pdf of the m™ order statistic of EED is defined as:

n! 1 1-(l+gy)“ (g " (g Hqne
(Y= 1+ #e(¢y)[1_e(¢y) e(¢y) —m
@) (m_l)!(n_m)z““ 4y) [ ] o
Putm = n in equation (9), we get the pdf of the largest order statistics Y, as:
n-1
Fun(V) = (183) 7 =080 [ g1reen
(10)
Putm =1 in equation (9), we get the pdf of the smallest order statistics Y(l) as:
Fin(N) =g (14y)! 200 [ e Tyt an

Now, let W, W,,...,w, be a random sample from U(0,1)with the order statistics 7 <z, <...<z . The density of
Z,,m=12,..,nis:

1
J2,(@)=5

- 7"'a-2)"", Z €(0,]).
(m,n—m+1)

(m-Dl(n—m)!

where B(m,n—m+1) = '
n.

The SE of the beta distribution is:
SE,(Z,))=—(m=D)y (m)=y(n+1)]-(n-m)[y (n-m+1) =y (n+1)]+log B(m,n—m+1) (12)

Where i (x)= dlogl'x

1
and w(n+)=y(n)+—
n
SEW,)=SE,(Z,)-E, |logf,(F;'(Z,)] (13)
Using the substitution in equation (13) Z =F,(y,)and Y, = F,'(Z,),m=1,2,...,n is the probability integral
transformations, the entropies of order statistics are obtained as:

_ 1 1
For evaluating SE(V,,), we have F’ Yl Zz,) :Z[(l - log(l -7 )) 1 —1]and the expectation expression in (13) we get:
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E, |ogs, F;@ )|log (1 g+l (n=m+1)—p (n+1)]

ml @ (] 1 "
-)" Tk 14
+ZZ[ k jB(m,n—m+1)(k—1)(n—m+i+l)k( ) (9

using (12) and (14) in equation (13), we get:

SE(Y,)=—(m=D[y(m)—y (n+D]-(n—m+1) [y (n—m+1)—y (n+1)]-[log (u §)

k-1

Z [ m-1 1 itk
HlogB(mn=m+1)- ZZ( jB(m,n—m+1)(k—1)(n—m-|—i+l)k( DTk (9

i=0 k=0

For m:I,SE(Zl):l—log(n)—l.
n

SE(Y,)=1-log(nu¢)- Z(,Ell))—fkkn

For the sample maximum m =n,SE  (Z, )=1—10g(n)—l.
n

n-1 oo(n I\J ( 1)i+krk (16)

1
sE(yn)_1.5772—;—log(nu¢)+w(n+1)—”z 2 (k=D @i+

i=0 k=0
where —y/(1)=0.5772 is the Euler’s constant.
3 Residual Entropy

In the event that an element is understood to possess survived to age # , at that time Shannon's Entropy isn't applicable

so as to evaluate the uncertainty of the remaining period of time of the system. Therefore, Ebrahimi and Pellerey [17]
characterized the residual entropy (RE) that evaluates the uncertainty in such cases. For a random period of time Y of
system at time g, the RE is outlined as:

RE(Y;te)==[ f, (N)log f, (Y)d y.

where f, (Y)is the pdf of the variable ¥, = ( r- t% >t j and is:
®

SO
& (Y)‘{ﬂz@)”f 7o)

RE(Yito )=~ jf(y)log f(y))dy+1°gf(y) jf(y) fo >0 (an

Where F ( te ) is the survival function of Y.

© 2021 NSP
Natural Sciences Publishing Cor.



928 m Huda M Alshanbari et al.: Some properties of Entropy...

3.1 Residual Entropy of EED

Analogous to equations (2), (4) and (17) after solving the RE using a r.vY that follows an extended exponential
distribution is derived as:

REU%@Fbﬂﬂw—0#4kH”%wh&@+¢%%jﬁlg_?%77r@0+¢%y)—1 (18)
TR G

3.2 Residual Entropy of Order Statistics Analogous to expression (17), the RE of order statistics ¥, as

J‘fmn(y) gfm,n(y)
mn(@) F,,(t)

It is clear that the by putting m =1 we obtain RE of first order statistics , then using probability integral transformation

Z=Fy (y) in equation (19) and using pdf and cdf of order statistics, we have:

RE(Y

dy, tg>0 (19)

mn’

1.2} Residual Entropy w.r.t Subsript(l
u=2,9=3

RE(Y;

Fig 2: Residual entropy for smallest or;16r statistics foru = 2,¢ = 3
n-1 — n 1 el 4
RE(Y,, ;fe){TJ—lOg(n)HOg(F (16 ))—[m) [(1-2) log  (F(z))dz (20)
0 /JFl(t)
Where

T(2,-nlogF (1))

(#f@)l(j(l—z)"110gf(F_1(z))dz=log(,u¢)+ ros?

k+1,—nlogF (i ))

IS SN |
I Z( b (k) F " (te)(n )"

2]

using (21) in (20), we get:

© 2021 NSP
Natural Sciences Publishing Cor.



J. Stat. Appl. Pro. 10, No. 3, 923-931 (2021)/ http://www.naturalspublishing.com/Journals.asp NS ey 929

RE (Yl,n o )=U”7‘1J—log<nﬂ¢>+log(m@))— F(z’;”ﬁlf,’ff §f®))
(€]
N k+1r(k+1,—n10g]7(t®)) )
0 (g (1)

3.3 Residual Entropy of Order Statistics for EED

Analogous to equations (2), (3), (10) and (22), then we derive the expression for the RE of order statistics for a r.vY using
an extended exponential distribution as:

I 1 ) TR A, S E 1N

" (elwe )ﬂ]”

e k+11“(k+1 —n (1—(1+¢t® )”)) 23)
. (e | ()"

4 Reversed Residual(Past) Entropy

It is affordable to consider that in varied circumstances uncertainty isn't really identified with future yet can likewise
advert to past. For instance, if ¥ denotes the period of time of a system, Y at time Zg, a system is determined solely at

certain pre assigned times, it’s determined to be down, then the uncertainty of the system life relies i.e., on that moment in
(O, t®), it’s failing. In view of the thought, Dicrescenzo and Longobardi [18] have contemplated the past entropy (PE)

over (0, t®) and is characterized as:

LT SO) S
PE(Y,tG))— -([F(tg)logF(tG)dy

24

Where F ( lo ) is the distribution function of Y.

4.3 Reversed Residual (Past) Entropy of Order Statistics for EED

Extended exponential distribution as:

PE(Yn,n,t@ ):(n__lj-’-log(l_el(1+¢t®)ﬂj_log(}’lﬂ¢) n-1 [ J( 1)
n

(1 _ <1+¢t@)ﬂ)” =

Analogous to equations (2), (3), (9) and (24), wederive the expression for the RE of order statistics for a r.vY using an

r( 2 ptog(e0r )] -[”_lji(—b"” (ko1 yog (o)
u

(i+1)* = (i+1)
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4.4 An Upper Bound to the Past Entropy of Order Statistics

We exhibit the upper bound for the PE of order statistics under the condition that f, <1

PE(Y, it )= | S ) oY)

()Fm,n(t®) Fm,n(ZG)

dy

Fortg >0, log F, ., (t® )SO. We obtain:

PE( " ;t®)g Fm,n (Z® )

Substituting m = 1in (25) and using equations (2) and (6) and probability integral transformation, we obtain:

-1 n-1 o 1 1
PE ity )]S——| 1 + -1 )
Do) e ealn-1S 3 (0" s
S n-l 1y il 1 u-1 w1 Lk
o N e

—_

n—

1

)”){l"g(”"“*”("‘”M? R (g

1
1_(6 1=(1+¢1) *

n—1 o n—l il 1 ﬂ—l - o rk
|

Substituting 772 = 7 in equation (25) and using equations (2) and (6) and probability integral transformation, we obtain:

(n=1)

PE(y,, ;t@)ﬁ—(

PE( won > lo )SF_—(lt@)[log(n,uqﬁ)—

n,n

S
|
p—
N~

PE("’";%)S‘( : n[log(nw)—(T

1— el—(1+¢t@)" )

5 Conclusions

We have taken together and considered the SE of order statistics based on Extended exponential distribution (EED). We
have studied some basic results of SE, RE and PE of order statistics of EED. We also propose the result of an upper bound
of the PE function. The hypothetical results got in this article can be utilized to go additional and investigate the
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applications in various orders where the uncertainty happens and to find the generalized entropy (Renyi Entropy, Verma
Entropy etc.)
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