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Abstract: The progressive iterative approximation method (PIA) for fitting is developed in recent years. The previous research is
mainly restricted to the normalized totally positive (NTP) basis. In this paper, we propose a new extended method which can unify
the classic PIA method, weighted PIA method (WPIA) and local PIA (LPIA) method into one formula by introducing the transform
matrix. In addition, the method presented by us has the following advantages: firstly, it can be applied to any basis; secondly, compared
with other extended methods, the convergence rate of our method can be independent of the initial parameterizations; thirdly, for the
NTP basis, the extended PIA method can be accelerated greatly with the fastest convergence rate. Finally, we present two numerical
examples to show that our algorithm is efficient.

Keywords: Progressive-iterative, Data fitting, Transform matrix

1. Introduction

Data fitting is used widely in the field of CAGD and CG.
From the history point of view, this topic has been ex-
tensively studied. Many kinds of methods are well estab-
lished, for example, the least-square approximation, the
Newton interpolation and other numerical methods. How-
ever, the potential disadvantage of the traditional fitting
method is that it lacks of geometric intuition, which is
important to the CAGD. Recently, a new kind of data fit-
ting method, called the progressive iterative approxima-
tion, has received much attention which can compensate
for that problem, furthermore it has the virtue of simplicity,
no need to solve a system of linear equations and numer-
ical stability and so on, hence, it is more attractive when
comparing with the traditional methods.

The PIA method was proposed by Qi et al. [1] and de-
Boor [2] respectively. Afterwards, Lin et al. [3,4] showed
that the PIA method can be extended to the non-uniform B-
spline basis functions and surface, furthermore, to any nor-
malized totally positive basis functions. Likely, Maekawa
et al. [5] made an improvement to the PIA method, which
can be viewed as the geometric form of the PIA method.

Some new progress has been made, for instance, Chen et
al. [6] extended this method to triangular Bézier surfaces.
Very recently, Lin [7] developed an adaptive algorithm,
which is more flexible in data fitting.

So far, three kinds of iterative formats of the PIA method
have been presented: Qi [1] presented the classical PIA it-
erative format; Lin [8] devised a local PIA iterative for-
mat which can fit the data points locally; Lu [9] presented
weighted iterative format to speed up the convergence of
the method. Although there is significant difference be-
tween the three kinds of PIA methods in view of the it-
erative form, we find that they have the unified iterative
format by introducing the transform matrix. In addition,
we present another iterative format which can be applied
to any basis functions including the NTP basis. Especially,
as for the NTP basis, the convergence rate of the extended
method given by us can be accelerated greatly.
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2. Relationship between the PIA method and
power series expansion of the collocation
matrix

2.1. Preliminary

Given a sequence of data points {F;}” ; and a set of nor-
malized totally positive basis functions {B;(¢)|i =0, 1,...,n},
each P, is assigned a parameter value #;,i =0, 1, - - - n, where
{ti}?_, is a real increasing sequence, that is, fo < 1] < --- <
t,.Fork=0,1,- -, the iteration of the PIA method consists
of the following three steps:

Stepl. Generate a starting curve as:

R(t) =B(1)P°

where PO = [P0, P, PT and PO =P, i=0,1,--- ,n.

Step2. Compute the adjusting vectors:
Af =P —RNt;),i=0,1,-- n.
Step3. Adjust the control points:

P =P Afi=0,1,

Repeating this process, we get a curve sequence

R¥(t) = B(t)P*k=0,1,---

where P = [Pé‘,P{‘, ,PNT,
We have the following iterative formula:

AR =(1-B) A k=12, )

where AK = [Ak A, ANT.

2.2. Power series expansion of the inverse of the
collocation matrix

In this section, we reveal the relationship between the PIA
method and the power series expansion of the matrix in-
verse. We firstly introduce the following theorem.

Theorem 2.1. Let B and U be the square nonsingular ma-
trices and suppose their spectral radius satisfies: p (I —UB) <
1, then we have the following power series expansion:

! :U+i (I-UBU, 2)
k=1

where [ is the identity matrix.
Proof. Since matrices B and U satisfy: p(I —UB) < 1, it

is not difficult to see that the matrix / — UB is nonsingular.
Let’s consider the following matrix equation:

Z (I-UB)(UB)=1—(I-UB)**".

i=0

In terms of p(I — UB) < 1, taking the limit, we have
lim (I—UB)*™' =0,

s—yo0

Furthermore, it gives

il UB)'

Hence, we can obtain the conclusion:

UB)=1.

=u+Y (1-uBlu.
k=1

It should be noted that there always exists such matrix
U for any given nonsingular matrix B that the series of
the matrix converges. So, we present the following lemma
which guarantees the existence of the matrix U.

lemma 2.1. For any given nonsingular matrix, the matrix
U always exists. In general, we can take

BT
~ p(BBT)

where p(BBT) is the spectral radius of the matrix BB?.

Theorem 2.1 gives another way to find the matrix in-
verse, the main challenge of this method is that the conver-
gence rate is uncertain. In general, different choice of the
matrix U leads to different convergence rate of the power
series expansion of the matrix B~' which depends on the
spectral radius p(I — UB) < 1. In addition, the choice of
the matrix U is not unique. For some special form of ma-
trix B, we can choose some special matrix U.

Corollary 2.1. Let B be a nonsingular square matrix and
suppose the eigenvalues of the matrix B satisfy: 0 < A;(B) <
1,i=0,1,--- ,n. If we take U = I, then we have the follow-
ing matrix expansion:

oo

B'=Y (I-B)*

k=0

Corollary 2.2. Let B be a nonsingular square matrix and
suppose the eigenvalues of the matrix B satisfy: 0 < A;(B) <
Li=0,1,-- ,n.If we take U = al with 0 < a < z— 5.
then we have the following matrix expansion:

B l'=al+ay (I-aB),

'["18

i=1

where Amax (B) is the maximal eigenvalue of the matrix B.
It is obvious that different value a leads to different
convergence rate of the matrix expansion. Therefore, we
can optimize the value a to speed up convergence of the
matrix series. To this end, we introduce the following corol-
lary.
Corollary 2.3. Let B a nonsingular square matrix and sup-
pose the eigenvalues of the matrix B satisfy: 0 < A;(B) <
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. _ 2 . .
1,i=0,1,--- ,n. If wetakea = T (B’ then it will speed
up the convergence of the matrix series. Furthermore, we
have the following matrix expansion:

2 2

B !l= I+
1 JF)Lmin(B)

where Anin(B) is the minimal eigenvalue of the matrix B.

Proof. The proof is similar to the [9], here we leave details
to the interested readers.

From the three corollaries above, we find that if dif-
ferent form of the matrix U is taken, the different power
series expansion of the matrix inverse can be obtained. If
we take some special form of the matrix U, some special
matrix expansion can be obtained.

Corollary 2.4. Let B be a nonsingular square matrix. Sup-
pose the matrix U satisfies:

I 0
B =
v [CZI sz}’ )

and its spectral radius satisfies:p(/ — UB) < 1, then we
have

+i1 UB)'

i=1

-1_
B {Cﬂ sz]

2.3. Interpolation expressed by the matrix
expansion

The interpolation problem is usually stated as: given a se-
quence of data points {P;}!_, and a set of basis functions
{Bi(t)}!,, each P, is associated with a parameter value #;,
with 0 < i < n, where no two #; are the same. Generally,
the interpolation problem can be expressed in the matrix
form

Bo(t0) Bi(to) -+~ Ba(t0)] [Xo Py
B()(tl) Bl(l‘l) Bn(ll) Xi B P
BOétn) Blétn) Bn(tn) X:vn Pn

We can shorten the above equation to
BX =P,

where B is the collocation matrix and P = [Py, Py,--- ,P,]".
It is well known that when the matrix B is nonsingular
the interpolating curve can be expressed as the following
form:
P(1)=B(1)B~'P.

The interpolation problem can always be reduced to
solve a linear system equations. Many numerical methods
have been established to solve it. However, we can obtain
a special form of the interpolating curve by introducing the
transform matrix which is vital to PIA method.

T A (B) 2 ("mimBy‘

Definition 2.1. Let U be an nonsingular square matrix,
{Bi(1)}1_, be a set of basis functions and {P,}"_, be a set
of data pomts The matrix U is called the transform matrix
if we make a transform to the given basis functions and the
given data points, that is,

Bj(1) = Z u;jBj(t)
R ) 4
=S

where u;; is the ij — th entry of the matrix U.

According to Theorem 2.1, we can choose the trans-
form matrix U to satisfy p(I —UB) < 1, then the particular
form of the interpolating curve can be obtained.

Theorem 2.2. Given a set of data points {P,}} , and a set
of basis functions {B;(r)}!_,, each P; is associated with a
parameter value with 0 <1y <1t < --- <t, < 1, suppose
U is the transform matrix which satisfies p(/ —UB) < 1,
then the interpolating curve can be expressed in the form
of matrix expansion. Furthermore, the interpolating curve
is independent of the choice of the transform matrix U.

R(r) = B(1) i (I-UB)'UP, (5)
i=0

where B is the collocation matrix.
Proof. Since the matrix U satisfies: p(I — UB) < 1, it fol-

lows that power series of the matrix converges ¥, (I —UB)'.
i=0
In terms of Theorem 2.1, it is not difficult to see that:

R(t):B()i(I UB)UP
= B(t )B7 P.

Furthermore, the above conclusion shows that the in-
terpolating curve is independent of the choice of the trans-
form matrix U.

Remark: It should be noted that the interpolating curve
R(t) = B(t)Y", (I —UB)'UP is the same one as that ob-
tained by solving the system of the linear equations, here,
we express it in another form. Furthermore, we find that
using the Eq.(5), we can derive the three kinds of PIA
methods.

Let us rewrite the Eq.(5) as

(I—UB)'UP.

Mz

R(t) =B(t)UP+B(t )

We call the UP the initial control points, and the for-
mula Y, (I—UB)'UP the iterative control points. The
following theorem shows the inner relationship between
the PIA method and the matrix expansion.
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Theorem 2.3. Given a set of data points and a set of NTP
basis of functions {B;(t)}"_, the transform matrix U sat-
isfies p(I — UB) < 1, if we set the initial control points
UP = P, then the PIA method is equivalent to the tradi-
tional interpolation method, furthermore we have:

(a) if we take U = I, then we can get the classical PIA
iterative format.

(b)if we take U =
iterative format.

(c) if the matrix U is taken as Eq.(3), then we can get
the LPIA iterative format.

ml , then we can get the WPIA

Proof. Since the initial points are set to P, the interpolating

curve can be expressed as the following form:

R(t)=B(t)P+B(t)Y (I-UB)'UP. (©6)

s

i=1

We denote B =UB, P = UP, then Eq.(6) can be rewrit-
ten as

R(t)=B(t)P+B(t)Y (I-B)

A

s

1

Il
—_

Taking m + 1 and m + 2 first terms of the above equa-
tion, we get

(1-B)

ngE

Ru(t) =B()P+B(t)

)

1

Il
—

and
m+1 L
Rui1(t)=B(t)P+B(1) Y, (I-B)'P.
i=1
Suppose the control points of the approximating curve
Ry (t) is Q" , Ry(t) can be rewritten as
n
Ru(1) =Y Bi(1)Q}". (7

i=0

Suppose the control points of the R,,11(¢) is Q"', by
the same way, we can get

Bi(t)Q . ®)

-

Rm+l(t) =
0

Then, we subtract Eq. (8) from Eq. (7), we can obtain

n

Rus1(1) = Ru(1) = ) Bi(1)(Q]""' = )

i=0
= B(t)(I-B)""'P.

Furthermore, we denote Zf,i =0,1,---,n by the ad-
justing errors, like the iterative formula Eq. (1), we can
have

n
B(t)(I—B)""'P=Y Bi(t)A}"
i=0

Thus, we get
n n o
Y Bi()(Qr -0 = Y Bi(1)AT .
=0 i=0

According to {B;(r)}!_, are linearly independent, we
get:

Q;n+1_Q;’Vl:Z:nJ':O’]’...7n’m:O,],-..

Since A" = (I— UB)Zk_l, it follows that if we take
U = I, we obtain the classical PIA method, Similarly, if U
is taken to the corresponding forms, we can get cases (b)
and (c), which completes the proof.

3. Extended PIA method

Theorem 2.3 shows that the PIA method in essence is equiv-
alent to the following iterative process:

n
Y 1-UB)U—B,
i=0

where U is the transform matrix. If U is properly chosen,
some particular effect can be obtained, for instance, the
LPIA and the WPIA method. In this section, we extend the
PIA method to any basis functions. The primary challenge
in extending the PIA method is the selection of the trans-
form matrix U. To get the most benefit from the choice of
this matrix, we would like to find optimal U, minimizing
the spectral radius p (I — B). The following lemma can be
found in the book [10].

Lemma 3.1. Let A be an n X n matrix, then the matrix A
can be diagonalized as:

A=OR,

where Q7 Q = I and R is the upper triangular matrix.
Let B be the collocation matrix, according to Lemma
3.1, the matrix B can be diagonalized as:

Aoria - rin
A
B=0Q
A
= QOR.
‘We now define the transform matrix U to be:
1/%
]/l]
U= , o
- 9
1/
—HQ'.
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The extended PIA method consists of the following
steps:
Stepl. Input the data points

P,i=0,1,-,n.

Step2. Make a transform to the given basis functions
and data points.

B(1) =UB(1)"
P=UP.

Step3. Generate a starting curve as:
R(t) = B(t)P.
Step4. Compute the error vectors:
AL =P.—R(1),i=0,1,--,n.
Step5. Adjust the control points:

PP =P 1A i=01, - n

Then, we get the iterative curve sequence:
{Ru(1)}.

Theorem 3.1. Given a set of basis functions {B;(¢)}"_, and
a set of data points {P}_, suppose the transform matrix
is chosen as Eq. (9), then the extended PIA method con-
verges and this algorithm terminates at most n+ 1 steps.

Proof. According to the algorithm given by us, the iterative
curve sequence {Rn (t)} can be written as the following
form:

where B=UB and P=UP.
Since the matrix B can be diagonalized as B = QR with
00T =1, it follows that

I-B=1—-HQ"QR
=I—HR.

It is not difficult to see that the main diagonal of the
matrix / — HR is equal to zero, furthermore we have:

p(I-B)=0.
Since B is an (n+1 X n+ 1) square matrix, it follows
that: o
(1-B)""' =o.
Then, the error vectors
A =0,i=0,1,-- 0.

So, the extended PIA method can terminate at most
n+ 1 steps.

4. Numerical examples

In this section, we apply our method to two different kinds
of basis functions. In order to compare the convergence
rate with the previous research, we use the same examples
proposed in Delgado [11] and Chen [12]. For the example
1, we use the Bernstein basis {B%(r)} 1%, which is the typ-
ical NTP basis. For example 2, we consider the Wang-Ball
basis {W () }}_, which is non-NTP basis when n = 4.

Example 1. Consider the planar Bézier curve of degree
10, its control points are sampled from the Lemniscate of
Gerono given by the parametric form

(x(2), (1)) = (cos(7), sin(¢) cos(r)),

which are sampled by the following way

t € [0,27]

Toi,
b= (x(”i)7y(”i)7ui = —§+T07l =0,1,---10.

Example 2. Consider four degree Wang-ball basis func-
tions, which is defined as follow:

(W(;‘aW]‘la an) = ((1 _t)272(1 _t)3a4(1 _t)2t27t2)

its control points are sampled from the following paramet-
ric curve by the the way

I
ti=—,i=0,1,--- 4.

P, = (cos(t;),sin(t;)), 4

For simplicity, we use the uniform parameter. Each P,
is assigned a parameter value ¢, t; = i/n, i=0,1,--,n,
that is, the uniform distribution of the parameters. Let’s
consider example 1. Through computation, the transform
matrix U is:

0.88 031 0.09 0.02 001 00 000 000 0.00 0.0
—0.69 157 1.18 055 0.18 005 0.0l 0.00 0.00 0.0
0.53 -2.32 1.79 281 183 0.75 0.19 003 0.00 0.0
—0.39 238 —4.55 047 485 443 209 052 005 0.0
0.28 —2.06 5.76 —5.80 —3.00 6.40 855 435 085 0.0
—0.18 1.58 —546 9.00 —4.20 —-7.73 6.78 13.85 6.55 0.54
0.11 —1.07 425 —896 9.24 0.16 —1147 682 19.26 5.26
—0.06 0.62 —2.71 6.60 —9.26 5.66 428 —12.48 9.58 20.11
0.04 —0.36 1.66 —4.38 7.08 —647 090 6.72 —12.11 16.49
—0.10 1.11 —5.63 17.14 —35.00 50.40 —52.50 40.00 —22.50 10.00
0 0 0 0 0 0 0 0 0

sococoocoo0o0oo

—_

It should be noted that the classical PIA method depends
on the p(I — B), and furthermore, the initial parameteri-
zations determine the convergence rate of the PIA method.
Hence, although the classical PIA method usually have the
desirable convergence rate in most cases, the convergence
rate is uncertain which changes along with the initial pa-
rameterziations. The example 1 shows that another advan-
tage of our method is that it is independent of the choice
of the initial parameters, which has the fastest convergence
rate, because the spectral radius p(I —B) = 0.

In order to make a comparison, we set the precision
€ = 0.01, and the error is measured by the formula € =
maxo<i<n { ||[B — Ra(5;)|| }. We firstly apply the classical
PIA to example 1, and we find that the number of itera-
tions required is 190. Secondly, we use the WPIA method
presented by Lu, the convergence rate is accelerated nearly

© 2013 NSP
Natural Sciences Publishing Cor.



746 %N S\

Shaohui Deng et al. : An Extension of a New Kind of Graphics Fitting Method

0.5
n
a4l v . , ,
-1 0.5 0 0.5 i
(a)
Figure 1 Bézier basis.(a) Initial curve,(b) After 8 iterations,(c) After 11 iterations.
1 1 1
0.s 1 0.8 1 0.8
0.6 1 06 1 06
0.4 104 1 0.4
0.z 102 102
Ij-1 0.5 0 0.5 1 D-1 a5 0 05 1 Ij-1 0.5 a 0.5 1
(d) (e) )

Figure 2 Wang-ball basis. (a)Initial curve, (b) After 3 iterations,(c) After 5 iterations.

two times. Finally, we use the extended PIA method: the
Fig.1(a),(b),(c) shows the fitting effect at different level of
iterations. We find that the error is 2.42e — 007 only af-
ter 11 iterations. When compared with the classical PIA
method and WPIA method, the convergence rate of our
method has been accelerated almost ten times.

At the same time, the example 2 shows that our method
can also be applied to non-NTP basis, Fig.2(a),(b),(c) show
that the fitting effect at different level of iterations. In fact,
The Fig.2(b) shows that the desirable fitting effect have al-
ready been gained only after 3 iterations. Furthermore, we
find that the error is : 1.5101e — 015. In Fig.2(c) after 5 it-
erations. So, for the non-NTP basis, the extended method
is also quite effective. By computation, the transform ma-
trix is

0.7232  0.4068 0.1808 0.0452 0
—2.4822 3.3870 2.2139 0.3763 O
0.2870 —2.4197 3.4442 34077 O
—0.5000 2.6667 —6.0000 8.0000 O

0 0 0 0 1.000

U =

5. Conclusions

In this paper, we link the PIA method with the power series
expansion of the matrix. Through introducing the trans-

form matrix, we present a more general iterative format of
PIA method which includes the classical PIA, LPIA and
WPIA. In addition, we give a special form of transform
matrix which can be applied to both NTP basis and any
other basis functions. Compared with other form of the
PIA methods, numerical examples show that our method
has the fastest convergence rate with only a little compu-
tational complexity.
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