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Abstract: The aim of this paper is to develop an individual neural network generation and ensemble algorithm based on quotient space
granularity clustering. Firstly, we give the characteristics of the quotient space granularity and affinity propagation(AP) clustering.
Secondly, we introduce the quotient space concept to the AP clustering analysis, which can find an optimal granularity from all possible
granularities. Then using improved AP clustering algorithm to seek optimal results of sample clustering and using different individual
neural network to learn different categories of samples so that the degree of difference between networks and the generalization ability
of neural network ensemble(NNE) can be improved. Further, according to the degree of correlation between the input data and the
sample category to adaptively adjust ensemble weights. The algorithm proposed here is not only a method of generating the individual
neural networks, but also can adaptively adjust ensemble weights of individual neural network. Experiments show that our proposed
method is validity and correctness.
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1. Introduction

Hansen and Salamon proved in 1990: by training multi-
ple neural networks and integrating the results can signifi-
cantly improve the generalization ability of the neural net-
work system[1]. Because of excellent performance and ac-
curacy significantly improved in the aspect of the general-
ization ability, neural network ensemble(NNE), proposed
since 1990, has been extensively studied by many scholars.
The studies of NNE are mainly focused on three aspects:
how to generate the individual neural network, and how to
integrate the individual neural network, and how to deter-
mine the structure of the NNE. Zhou[2] proposed a selec-
tive NNE based on genetic algorithm, GASEN, which used
genetic algorithm to choose neural network with the large
degree of difference, rather than integrated all the individ-
ual neural networks. The experiments show that the gen-
eralization capability and accuracy of GASEN are higher
than ordinary algorithms, such as Boosting and Bagging.

Li Kai, et al.[3] and Li Guozheng et al.[4] proposed a se-
lective NNE based on clustering techniques, which clus-
tered network by calculating the degree of difference be-
tween the individual neural networks, and then excluded
related neural networks to reduce the scale of NNE. Ex-
periments show that this algorithm is feasible. Md. et al.[5]
proposed a new ensemble algorithm CNNE, which estab-
lished a smaller NNE firstly, and then constructed the op-
timal structure of the network by increasing the hidden
layer neurons and the number of individual neural net-
work. Wang[6] improved the algorithm proposed by Zhou[2]
by adding a bias, in some extent, which improved the ac-
curacy of the NNE. Pitoyo[7] proposed an adaptive NNE
algorithms which learned from incomplete samples, this
algorithm improved the accuracy of the neural network by
eliminating incorrect samples. Yao[8] proposed a NNE al-
gorithm by using evolutionary computing method to adjust
the weights.
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Three aspects of NNE are interdependent, closely linked.
Any unreasonable aspect will lead to the performance of
NNE decline. Unfortunately, these three aspects are of-
ten studied alone, such as, GASEN studied structure of
NNE, but not generation algorithm of individual neural
network. Bagging and Boosting algorithm studied the in-
dividual neural network generation algorithm, but not the
structure and the ensemble of NNE.
Based on the above analysis, comprehensively considering
the three aspect of NNE, we develop an individual neural
network generation and ensemble algorithm based on quo-
tient space granularity clustering by introducing the quo-
tient space concept to the AP clustering analysis, which
can find an optimal granularity from all possible granular-
ities to make the clustering criteria of similarity in class
and different between classes maximization. Using differ-
ent individual neural network to learn different categories
of samples so that the degree of difference between the
networks can be improved. Making the number of individ-
ual neural networks equal to the number of sample cate-
gories to determine the structure of the NNE. The learning
samples of individual neural network and cognitive abil-
ity of the different sides of an issue is different, so for the
different input data the processing power of the individ-
ual neural networks is different. The fixed weights of NNE
which may reduce the performance of some of the individ-
ual neural network lead to the decline in the performance
of the overall NNE. The integer weights can can effec-
tively improve the performance of the neural network[9].
According to the degree of correlation between the input
data and the sample category to adaptively adjust ensemble
weights can improve the ensemble accuracy of NNE. The
algorithm proposed here is not only a method of generat-
ing the individual neural networks, but also can adaptively
adjust ensemble weights of individual neural network. The
following chapters are organized as follows. Chapter 2 in-
troduces the related knowledge, such as Affinity Propa-
gation(AP) clustering, the quotient space granularity and
granularity of combination and decomposition. Chapter 3
proposes the improved AP clustering algorithm based on
the quotient space granularity analysis by introducing the
quotient space concept to the AP clustering analysis. On
this basis, we give the architecture, algorithm description
and analysis of NNE. In chapter 4, through two sets of
experiments, we verify effectiveness of the improved AP
clustering algorithm based on the quotient space granular-
ity analysis and the performance of individual neural net-
work generation and ensemble algorithm based on quo-
tient space granularity clustering our proposed. Finally,
chapter 5 elaborates the overall conclusions and directions
for further research.

2. Related knowledge

2.1. Affinity Propagation(AP) clustering

Affinity Propagation(AP) clustering, as a new clustering
technique based on message passing, has been proposed
by Frey and Dueck[10,11]. AP clustering simultaneously
considers all data points as potential exemplars, and recur-
sively transmits real-valued messages along the edges of
the network until a set of good centers is generated[12].
The AP clustering algorithm has been shown very use-
ful for many applications in facility location[13-15], im-
age recognition[16], image segmentation[17,18], text min-
ing[19,20], biomedicine[10,21], key frame extraction of
video[22], image Retrieval[23], etc. Unlike previous meth-
ods, AP algorithm[24] which not requires data sets with a
particular structure is mainly based on the similarity be-
tween the N sample points to cluster. These similarities
compose of N × N similarity matrix S, such as: S (i, j)
denotes the similarity between sample point i and j. The
main diagonal values of matrix S is also known as Prefer-
ence(P), which is the criteria whether corresponding sam-
ple points can become the cluster centers. In general, the
higher the value, the greater the possibility of becoming
the clustering center. AP algorithm mainly depends on a
kind of “information transfer” mechanism to achieve the
clustering of the data sets. This message passing mech-
anism consists mainly of two types of information: Re-
sponsibility and Availability. Responsibility denotes the
information spread from the sample points to the candidate
class center which shows the suitability of the candidate
class center corresponding to the sample point as the po-
tential center, and the higher the value, the more likely of
the candidate class center becoming the actual class center.
Availability denotes the information spread from the can-
didate class center to the sample points which shows the
extent of polymerization of the candidate center to sam-
ple points, and the higher the value, the more likely of the
sample points belonging to a certain category.

2.2. The quotient space granularity

Academician Zhang Bo and Professor Zhang Ling inde-
pendently proposed the quotient space theory in the study
of problem solving, which uses subset to describe the con-
cept. The concept of different granularity reflects the sub-
set of the different granularity. A cluster of concepts con-
stitute a partition of space: Quotient Space (knowledge
base), and different concept clusters constitute the quotient
space. As for Granular computing(GrC), it is equivalent to
study the relationship and conversion between the subsets
of a given knowledge base. This model describes the prob-
lem with a triple (X, F, T), where X is the domain; F is
the set of attributes; T is a topology on X. In this model,
granularity of the domain is equivalent to a given equiv-
alence relation R or a partition, so the quotient set corre-
sponding to R is denoted by [x], and the triple ([X], [F]
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[T]) can be called the quotient space corresponding to R.
The quotient space theory is to study the relationship, syn-
thesis, decomposition, and reasoning between each quo-
tient space. By the different equivalence relation, we can
construct different granular world, which can simplify the
problem to make the problem easy to be simplified and an-
alyzed. To introduce the concept of the quotient space into
clustering analysis is to find an optimal granularity in all
possible granularities.

2.3. Granularity of combination and
decomposition

The aim of introduction of granularity analysis theory is
to cluster effectively. But if the granularity is too coarse,
details of the problem may be hidden, on the contrary,
if the granularity is too fine, we can not excavate sam-
ple knowledge because each sample is a class in these cir-
cumstances. In order to seek a suitable granularity, we can
take advantage of the combination and the decomposition
method to adjust the granularity.

Definition 1.assuming R1 and R2 are two equivalence re-
lations on the universe X, and R is also a equivalence re-
lation on the universe X, which meets R1 <R and R2 <R.
If no existing R’ which meets R1 <R’, R2 <R’, R<R’, we
call R is the product of R1 and R2, denoted as R= R1 ⊗ R2.

Definition 2.assuming R1 and R2 are two equivalence re-
lations on the universe X, and R is also a equivalence re-
lation on the universe X, which meets R1 > R and R2 > R.
If no existing R’ which meets R1 > R’, R2 > R’, R > R’,
we call R is the sum of R1 and R2, denoted as R= R1 ⊕ R2.

From the above definition, R1 ⊗ R2 is the most coarse
upper bound of division R1 and R2, R1 ⊕ R2 is the finest
lower bound of division R1 and R2. When making a gran-
ularity analysis for a specific clustering problem, we can
gain the quotient space S by equivalence relations division
and gain the preliminary conclusion A1. According to the
judgment, if the granularity is partial coarse, we can take a
granularity R1’ (A1 as guideline) and let R2= R1 ⊗ R1’, and
then gain the conclusion A2 by making the analysis on the
R2 again. The above procedure may be repeated with each
repetition, the granularity will be refined gradually. Simi-
larly, the granularity will get coarse gradually. By combin-
ing the method of combination and decomposition, we can
find a suitable granularity ultimately.

3. The NNE algorithm based on quotient
space granularity clustering

3.1. Sample clustering based on improved AP
clustering algorithm

In the iterative process, AP algorithm continuously up-
dates the values of Responsibility and Availability of each

point until a number of class centers is automatically gen-
erated, while the rest of the data points are assigned to the
corresponding class group. The steps of AP are described
as follows:

Step 1: Initialize the algorithm. Calculate the initial sim-
ilarity matrix S, and initialize the initial value of the
Preference (P).

Step 2: Calculate Responsibility between sample points.

R(i,k)← s(i,k)−max j ̸=k(s(i, j)+A(i, j)),
A(i, j) denotes Availability of j to i.

Step 3: Calculate Availability between sample points.

A(i,k)← min{0,R(k,k)+ ∑
j ̸=i,k

max(0,R( j,k))}

A(k,k)← ∑
j ̸=k

max(0,R( j,k))

Step 4: Update Responsibility and Availability.

Ri+1(i,k) = λ ·Ri(i,k)+(1−λ ) ·Rold
i+1(i,k)

Ai+1(i,k) = λ ·Ai(i,k)+(1−λ ) ·Aold
i+1(i,k),λ ∈ [0.5,1)

Ai+1(k,k) = P(k)−max[Ai+1(k, j)+Si+1(k, j)],
j ∈ {1,2, . . . ,N}, j ̸= k

Where, λ is the convergence coefficient which is used
to adjust convergence speed and the stability during the
iterative process.

Step 5: Terminate the calculation when the number of iter-
ations exceeds the pre-set maximum or when the num-
ber of cluster centers does not change in the iterations,
and determine the class centers and the corresponding
sample points; Otherwise, return to Step 2.

Step 6: Record the centers and their number according to
the results of AP clustering

Clerc Maurice’s research shows that using the constric-
tion factor can effectively guarantee that the algorithm
converges[25]. The constriction factor can be expressed
as:

ρ =
2

|2−φ−
√

φ2−4φ |
,φ > 4 (1)

In order to accelerate the algorithm fast convergence,
updating the formula of Responsibility and Availabil-
ity for the following changes:

Ri+1(i,k) = ρ ·λ ·Ri(i,k)+(1−λ ) ·Rold
i+1(i,k) (2)
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Ai+1(i,k) = ρ ·λ ·Ai(i,k)+(1−λ ) ·Aold
i+1(i,k) (3)

where, λ ∈ [0.5,1), ρ is the constriction factor which
can effectively guarantee the algorithm convergence.

3.2. Description of the improved AP clustering
algorithm based on the quotient space
granularity analysis

Applying quotient space granularity principle to the im-
proved AP clustering, we can design the corresponding
clustering algorithm, the algorithm is described as follows:

Step 1: Use the improved AP algorithm to cluster the sam-
ples, and calculate the centers and the sample number.

Step 2: Analyze the clustering results by the method of
granularity analysis. According to the expertise and the
actual situation, if the granularity is partial coarse, re-
turn Step 1 to refine this granularity, otherwise, return
Step 4;

Step 3: Calculate the similarity of clustering results be-
tween any two clusters;

Step 4: Gain the largest similarity simmax by comparing
the all similarity values;

Step 5: Give the similarity threshold s. If simmax < s, the
clustering is end. Otherwise, combining the largest sim-
ilarity of the two clusters until the clustering is end;

Step 6: Continue to use the granularity analysis method to
analyze the clustering results and determine the appro-
priate granularity based on the expertise and the actual
situation, and get the final clustering results. At this
time we mean the similarity threshold s. Then exit the
algorithm.

3.3. The description and analysis of NNE
algorithm

Based on the above analysis, we introduce the quotient
space concept to the AP clustering analysis, which can
find an optimal granularity from all possible granularities.
Then using improved AP clustering algorithm to seek op-
timal sample clustering results and using different individ-
ual neural network to learn different categories of sam-
ples so that the degree of difference between the networks
can be improved. Further, according to the degree of cor-
relation between the input data and the sample category
to adaptively adjust ensemble weights. The algorithm pro-
posed here is not only a method of generating the individ-
ual neural networks, but also can adaptively adjust ensem-
ble weights of individual neural network. Figure1 shows
the architecture of NNE our proposed. The NNE algorithm
can be described as follows:

Step 1: Use improved AP clustering algorithm based on
the quotient space granularity analysis to cluster the
samples and record the centers;

Step 2: Use different individual neural network to learn
different categories of samples and generate the indi-
vidual neural network, and randomly initialize ensem-
ble weights;

Step 3: Make Correlation Analysis(CA) on the input data
to determine the ensemble weights of individual neural
network;

Step 4: Integrate and output results.

Suppose that the sample is divided into m classes, x1,x2,
· · · ,xm , its characteristics of each center is c1,c2, · · · ,cm .
Input data d = {d1,d2, · · · ,dm}. Ensemble weight and the
distance between d and each class are described as follows:

di f f (d,c j) =
k

∑
i=1
|di− c ji|,0 < j < m (4)

w j =
di f f (d,c j)

∑di f f (d,c j)
,where,w j > 0,

m

∑
j=1

w j = 1 (5)

Suppose the output of network j is V j, the ensemble
result is described as follows:

V =
m

∑
j=1

w jV j (6)

Suppose that using N individual neural network en-
semble to learn sample X, the weights are w j, output of
network j to input X is Vj(X). Output of NNE is denoted
as follows(A j is the degree of difference of network j, A is
the degree of difference of ENN):

A j = (V j(X)−A(X))2 (7)

A =
m

∑
i=1

wiAi (8)

∂A j

∂V j = 2(V j−V (X)(1−w j)) (9)

∂A
∂V j =

∂A
∂A j

∂A j

∂V j = 2(V j−V (X)(1−w j))(1−w j)w j

(10)
Above formula shows that the degree of difference of

network is directly related to its weight and the discrep-
ancy between output and ensemble output. For NNE with
fixed weights, the degree of difference is only related with
output. For adaptive weights, the degree of difference of
the different individual network is related with training set
and the input data of the network.
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Table 1 Parameters of datasets
Dataset Number of classes Number of testing sets Number of training sets Number of attributions

Iris 3 75 75 4
Wine 3 89 89 13

Table 2 The results of AP clustering for there different values of preference(P)

Dataset Number of
classes

Numbers of clustering centers
P=median(S)/2 P=median(S) P=2*median(S)

Iris 3 10 7 5
Wine 3 15 9 7

Dataset Number of
classes

Time(s)
P=median(S)/2 P=median(S) P=2*median(S)

Iris 3 4.797 5.172 5.391
Wine 3 4.813 4.437 4.422

Dataset Number of
classes

Numbers of iterations
P=median(S)/2 P=median(S) P=2*median(S)

Iris 3 152 158 178
Wine 3 157 140 141

Table 3 The clustering accuracy rate of our method

Method Clustering accuracy rate(%)
Iris Wine

Our method(P=median(S)/2) 95.82 92.25
Our method(P=median(S)) 95.82 92.25

Our method(P=2*median(S)) 93.20 93.36
K-means 88.67 86.52

Neighborhood covering(mean of 50 times) 95.58 91.49

Table 4 Parameters of datasets
Dataset Formula Variable

Friedman#1 y = 10sin(πx1x2)+20(x3−0.5)2 +10x4 +5x5 xi ∼U [0,1]

Friedman#2 y =
√

x2
1 +(x2x3− ( 1

x2x4
))2 x1 ∼U [0,100],x2 ∼U [40π,560π],x3 ∼U [0,1],x4 ∼U [0,11]

Friedman#3 y = tan−1 x2x3− 1
x2x4

x1
x1 ∼U [0,100],x2 ∼U [40π,560π],x3 ∼U [0,1],x4 ∼U [0,11]

Table 5 The generalization error between bagging, boosting and our proposed algorithm

Dataset Generalization error
Bagging Boosting Our proposed algorithm

Friedman#1 1.055 1.032 0.876
Friedman#2 0.955 0.956 0.823
Friedman#3 0.982 0.983 0.981
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4. Experimental results

1)In this section we present two datasets from the UCI
Machine Learning Repository[26] to verify characteristics
and accuracy of the improved AP clustering algorithm based
on the quotient space granularity analysis our proposed.

Table 1 shows the sample size, the number of classes,
and the number of attributions of Iris and Wine.

As we know, among all the parameters of AP cluster-
ing, the most important is the preference (P), which di-
rectly influences the number of clusters. Note that P is
negative. In our experiments, we select three different val-
ues of P to deal with the datasets, including the median of
similarity matrix S (denoted as median(S)), its half (me-
dian(S)/2), and its double (2*median(S)). The results of
clustering using the different P are shown in Table 2. Ta-
ble3 lists the clustering accuracy rate of our proposed algo-
rithm, k-means and neighborhood covering. Overall, our
proposed algorithm has better accuracy.
2)In this section we present three groups of multiple re-
gression datasets to verify the effectiveness of individual
neural network generation and ensemble algorithm based
on quotient space granularity clustering our proposed. Ta-
ble 4 shows the parameters of sample datasets.
When generating experimental datasets, x1 subjects to uni-
form distribution. According to the proportion of 80% and
20%, the dataset is Randomly divided into independent
training dataset and test dataset, and then random noise
which follows a normal distribution N (0, 1) is be added to
the training dataset. The validation dataset does not add the
noise. Table 5 shows the generalization error between bag-
ging, boosting and our proposed algorithm. Table5 shows
that generalization error of our proposed algorithm is rela-
tively small.

5. Conclusion

This paper develops an individual neural network genera-
tion and ensemble algorithm based on quotient space gran-
ularity clustering by introducing the quotient space con-
cept to the AP clustering analysis, which can find an op-
timal granularity from all possible granularities. Then us-
ing this improved AP clustering algorithm to seek optimal
sample clustering results and using clustering results to de-
termine the number of individual neural networks. Using
different individual neural network to learn different cate-
gories of samples so that the degree of difference between
the networks and the generalization performance of NNE
can be improved. Further, calculating the correlation be-
tween the input data and sample class center, according to
the degree of correlation between the input data and the
sample category to dynamically and adaptively adjust en-
semble weights. The algorithm our proposed is not only
a method of training the individual neural networks, but
also can adaptively adjust ensemble weights of individual
neural network. The experiments show that our proposed
method is validity and correctness. In the future, we will
further improve the NNE algorithm by adding the ideas
of multi-granularity, and further improve the efficiency of
NNE.
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