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Abstract: In this paper, we propose a novel special distribution. The proposed distribution is developed by analyzing the 
Joint distribution of two continuous independent random variables under some mathematical operations. One of these 
variables belongs to Chi-square distribution. The second variable belongs to the exponential distribution. The proposed 
method is based on the Change of variables and distribution function methods. One of  main result of this analysis shows that 
the distribution of sum of these two variables is an exponential distribution. The graphs of the joint distribution function and 
various cases studies are discussed in detail.    
Keywords: Random Variable, Chi-Square, and Exponential Distributions, Change of variables, Distribution Function. 
 

1 Introduction 

The probability density function for the sum of two discrete independent random variables together with an enforcement of 
the algorithm in the algebraic computer system has been discussed to propose some algorithms [1].  Moreover, they explained 
some case studies of their algorithm using brute force method [1]. S. Nadarajah S. Kotz [2] explained the distribution that 
yields from the division of two random variables which is, known as the stress-strength model. Moreover, they showed the 
graphical presentation of this distribution [3]. Recently,  J. Osiewalski  and J.  Marzec [4] proposed a joint statistical model 
for two variables: The first is zero or a countable variable, and the second is a regular countable variable by applying the 
ZIP–CP bivariate model and the standard univariate Poisson regression model. The main results of this model are that:  The 
inference on individual parameters is not affected by the sample selection error. Nowadays, quantum physics [5-8], and 
different areas of sciences and engineering are developed based on the distribution of random variables [9,10]. 
Ware and Lad [11] explained extensively which factors have more impact on the appearance of normality for the 
multiplication of two normally independent variables. They deduced that for small values of the coefficient of variation 
inverse (< 1), the normal distribution will not be a perfect approach for the multiplication. Furthermore, the impact of the 
joint ratio value is smaller than that of the coefficient of variation inverse value. P. E. Oguntunde et al. [12] proposed the 
Exponential distribution by deriving a model of two-parameter based on the sum of two exponentially distributed independent 
random variables. K. Teerapabolarn [13] used beta binomial w-functions and Stein’s method to determine the limit of the 
distance of total variation between the distribution of the sum of n independent beta binomial random variables (with 
parameters 𝑛", 𝛼", 𝑎𝑛𝑑𝛽"),	and a binomial distribution: 
 (with parameters    𝑚 = ∑ 𝑛"-

"./ 	𝑎𝑛𝑑	𝑝 = /
1
∑ -232

32452
-
"./  ). The method gives a perfect approach when all 𝛽" are big comparing 

with all 𝑛", 𝑎𝑛𝑑𝛼". T. Kadri and K. Smaili [14] studied the division of two Hypo exponential independent distributions. They 
got the accurate terms of the probability density function, moment generating function, the cumulative distribution function, 
the reliability function, and hazard function.  Moreover, they   proved that all of these mentioned functions are a linear 
combination of the Generalized-F distribution. In this paper, we propose a novel special distribution very close to F-
Distribution.  
The proposed distribution is developed by evaluating the probability density function of the following two independent 
random variables: The sum, ratio, and the product of the two random variables X and Y, to find the distribution of two random 
variables. One of these random variables belongs to exponential distribution, and the second belongs to chi-square 
distribution. 
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 The rest of this paper is organized ,as follows: Section 2 presents some basic concepts which will be used in this paper. 
Section 3 explains the methods which are used to propose our distribution. Section 4 illustrates the proposed distribution in 
detail. Section 5 shows the experimental results. Section 6 is devoted  to the main findings of this paper.  
 
2 Backgrounds 
 

Random Variable: it is a variable for a random operation and its values are numeric outcomes, commonly written X. 
Exponential Distribution: it is continuous distribution with the following probability density function:  

𝑓(𝑥) = 9𝜆 𝑒
=>? , 𝑥 ≥ 0
0 , 𝑥 < 0 

with mean 𝜇 = /
>
 of and variance of  𝜎E = /

>F
 .  

Chi-Squared Distribution: It is continuous distribution with the following probability density   function: 

𝑓(𝑥) =
1

2
I
F𝛤 KL

E
M
 𝑥K

I
FM=/ 𝑒=

N
F	 , 𝑥 ≥ 0 

where r = degrees of freedom, the mean	𝜇 = 𝑟  and the variance of 𝜎E = 2r. The Probability density function (p.d.f) for the 
Continuous random variable is written, as   follows:  

𝑃(𝑎 ≤ 𝑋 ≤ 𝑏) = ∫ 𝑓(𝑥)𝑑𝑥V
W . 

The Cumulative distribution function for the Continuous random variable is written ,as follows:                                              
F(x) = P(X ≤ x) = ∫ f(t)dt_

=` . The Mathematical Expectation for the Continuous random variable is written, as follows:      

𝐸[𝑔(𝑋)] = e 𝑔(𝑥)𝑓(𝑥)𝑑𝑥,
`

=`
 

based on the above formula, it was defined that the Population Mean:  
𝜇 = 𝐸(𝑋) = ∫ 𝑥 ⋅ 𝑓(𝑥)𝑑𝑥`

=` ,  
and the Population Variance:  

𝜎E = 𝐸[(𝑋 − 𝜇)E] = e (𝑥 − 𝜇)E ⋅ 𝑓(𝑥)𝑑𝑥
`

=`
= 𝐸(𝑋E) − [𝐸(𝑋)]E. 

 
The Moment generating function: Suppose that X is a continuous random variable, and its (p.d.f) is f(x). The moment 
generating function of X is written, as follows: 

																																			
											𝑀 j

(𝑡)  =  𝐸(𝑒lj)  = ∫ 𝑒l?𝑓(𝑥)𝑑𝑥`
=` . Distribution 

Function:  The Distribution Function for the continuous variable is given by:                                    

𝐹(𝑥) = 𝑝(𝑋 ≤ 𝑥) = e 𝑓(𝑤)
?

=`
𝑑𝑤,𝑤ℎ𝑒𝑟𝑒:−∞ ≤ 𝑤 ≤ 𝑥 

3 Methodologies 
 

The proposed method depends on the change of variables, and the joint characteristic function. 
 
3.1 Change of Variables: Let (Y1, Y2) be a function of (X1, X2) defined by Y1=u1(X1, X2) and Y2=u2(X1, X2) with the 
inverse of each single-valued given by: X1=v1 (Y1, Y2) and X2=v2 (Y1, Y2).Then, the joint probability density function of Y1 

andY2 is given by: 
𝑔(𝑦/, 𝑦E) = 𝑓[𝑣/(𝑦/, 𝑦E), 𝑣E(𝑦/, 𝑦E)]	|𝐽|											 

where: 

|𝐽| = vv

𝜕𝑣/
𝑑𝑦/

𝜕𝑣/
𝑑𝑦E

𝜕𝑣E
𝑑𝑦/

𝜕𝑣E
𝑑𝑦E

vv 

 

3.2 The Joint Characteristic Function 
 
Since we are talking about two random variables X and Y, we must define the joint characteristic function of two random 
variables by the following formula:            𝜙j,y(𝜔/, 𝜔E) = 𝐸𝑒{|}?4{|F~ 
If X and Yare jointly continuous random variables, then 

𝜙j,y(𝜔/, 𝜔E) = e e 𝑓j,y(𝑥, 𝑦)𝑒{|}?4{|F~
`

=`

`

=`
𝑑𝑦𝑑𝑥 
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Theorem1: If 𝑋/, 𝑋E are independent, then   𝑓j},jF(𝑥/, 𝑥E) = 𝑓j}(𝑥/)𝑓jF(𝑥E). 
 
Theorem2: If 𝑋/, 𝑋E are independent, then	𝑀j}4jF(𝑡) = 𝑀j}(𝑡)𝑀jF(𝑡). 
 
Proof :  
 

     Let  𝑋/, 𝑋E be two independent variables if and only if	𝑓j},jF(𝑥/, 𝑥E) = 𝑓j}(𝑥/)𝑓jF(𝑥E), So 

𝑀j}4jF(𝑡) = 𝐸(𝑒l(j}4jF)) = e e 𝑒l(?}4?F)𝑓j},jF(𝑥/, 𝑥E)𝑑𝑥/𝑑𝑥E
`

=`

`

=`
	

= e 𝑒l?}𝑓j}(𝑥/)𝑑𝑥/
`

=`
e 𝑒l?F𝑓jF(𝑥E)𝑑𝑥E
`

=`
	

= 𝑀j}(𝑡)𝑀jF(𝑡). 
 
4 The Proposed Method 
 
4.1 Distribution of the Sum 
 
Assume that X and Y are two independent random variables such that: 
𝑋~𝜒E(𝑟)     𝑎𝑛𝑑  𝑌~𝑒𝑥𝑝( 𝜆	)   , 𝑡ℎ𝑒𝑛		

							𝑓(𝑥) =
1

2
I
F𝛤 KL

E
M
𝑥
I
F=/𝑒=

N
F	, 				𝑥	 > 	0																																																																																																																																							(1)	

𝑎𝑛𝑑			𝑓(𝑦) = 𝜆	𝑒=>~						, 		𝑦 > 0																																																																																																																																																				(2)	

	𝑓(𝑥, 𝑦) =
𝜆

2
I
F𝛤 KL

E
M
𝑒=>~		𝑥

I
F=/𝑒=

N
F		, 		𝑥 > 0, 𝑦 > 0																																																																																																																				(3)	

	𝐴𝑝𝑝𝑙𝑦𝑖𝑛𝑔	𝑡ℎ𝑒 Distribution Function 𝑡𝑒𝑐ℎ𝑛𝑖𝑞𝑢𝑒,𝑤𝑒	𝑔𝑒𝑡:	
𝑙𝑒𝑡		𝑍 = 𝑋 + 𝑌	, 𝐹(𝑍) = 𝑝(𝑍 ≤ 𝑧) = 	𝑝(𝑋 + 𝑌 ≤ 𝑧) = 	𝑝(𝑌 ≤ 𝑧 − 𝑥)	

											= 	e e
𝜆

2
I
F𝛤 KL

E
M

�=?

�

`

�
𝑒=

N
F𝑒=>~𝑥

I
F=/𝑑𝑦𝑑𝑥	

										=
𝜆

2
I
F𝛤 KL

E
M
�e 𝑒=

N
F𝑥

I
F=/ �e 𝑒=>~

�=?

�
𝑑𝑦�

`

�
𝑑𝑥�	

									 =
𝜆

2L/E𝛤(𝑟/2)e 𝑒=?/E𝑥L/E=/ �
−1
𝜆 �𝑒=>(�=?) − 1�𝑑𝑥�

`

�
	

																		

										= 1 − 	
2𝑒=>�

2L/E𝛤(𝑟/2)(1-2𝜆	) 																																																																																																																																																			(4) 

lim
�→`

(1 − ���

(/=E>)
) = 1    

assume that   r =2 and  𝜆 =1, then F(Z)=(1 − ���

(/=E>)
	), 𝑆𝑜	 lim

�→`
(1 − ���

(/=E>)
) = 1.   

Thus , dF
dz
= 𝑓(𝑧) = E>�� 

�

EI/F¡(L/E)(1-2>	)
        (z > 0),   suppose that z*=𝜆𝑒=>� ≈ 𝑒𝑥𝑝( 𝜆) 

f(z) is p.d.f since ∫ E>�� 
�

EI/F¡(L/E)(1-2>	)
`
� 𝑑𝑧 = 1 .  

Based on the above calculations, we conclude that the distribution of sum of two independent random variables , one form 
chi-square distribution and the second from exponential distribution, is an exponentially distribution. 
 
4.2 Distribution of Ratio  
 
Assume that X and Y are two independent random variables such that: 
X~χE(r)     and  Y~exp( λ	)   , then		
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							f(x) =
1

2
«
FΓ K­

E
M
x
«
F=/e=

®
F	, 				x	 > 	0																																																																																																																																																		(5)	

and  	f(y) = λ	e=±²						, 		y > 0																																																																																																																										(6)		
	f(x, y) = ±

E
«
F´K«FM

e=±²		x
«
F=/e=

®
F		, 		x > 0, y > 0																																																																																																																																							(7) 

	Applying	the Distribution Function technique,we	get:	

𝑙𝑒𝑡	𝑍 = 𝑌/𝑋, 𝐹(𝑍) = 𝑝(𝑍 ≤ 𝑧) = 	𝑝 �
𝑌
𝑋 ≤ 𝑧� = 	𝑝(𝑌 ≤ 𝑧𝑥)	

											= e e
𝜆

2
I
F𝛤 KL

E
M

�?

�

`

�
𝑒=

N
F𝑒=>~𝑥

I
F=/𝑑𝑦𝑑𝑥	

										=
𝜆

2L/E𝛤(𝑟/2) �e 𝑒=?/E𝑥L/E=/ �e 𝑒=>~
�?

�
𝑑𝑦�

`

�
𝑑𝑥�	

									 =
𝜆

2L/E𝛤(𝑟/2)e 𝑒=?/E𝑥L/E=/ �
−1
𝜆 �𝑒=>�? − 1�𝑑𝑥�

`

�
	

			
										= 1 − /

(/=E>�)
I
F
,							𝑧 > 0																																																																																																																																																																	(8)   

𝑙𝑖𝑚
�→`

(1 − /

(/=E>�)
I
F
) = 1    , if    r =2 and   𝜆 =1 then F(Z)=1 − /

(/=E½)
}
F
	 

𝑠𝑜	𝑡ℎ𝑎𝑡	 𝑙𝑖𝑚
�→`

(1 − /

(/=E½)
}
F
) = 1  . 𝑛𝑜𝑤 dF

dz
= 𝑓(𝑧) = 		 L>

(1-2z>)
I
F¿}

(𝑧	 > 	0)	 

⇒ 𝑓(𝑧)	𝑖𝑠	𝑝. 𝑑. 𝑓	𝑠𝑖𝑛𝑐𝑒	e
𝑟𝜆

(1-2z𝜆)
I
F4/

`

�
𝑑𝑧 = 1						,													(𝑧	 > 	0). 		 

 
Therefore, the following special results were obtained: 
	𝐸(𝑍) = 𝜇 = ∫ �L>

(/=E>�)�(I/F¿})
`
� 𝑑𝑧 = L>

E(1-r/2)
																																																																																																																																										(9)   

 𝐸(𝑍E) = ∫ �FL>

(/=E>�)�K
I
F¿}M

`
� 𝑑𝑧 = Â>

(1-r/2)(2-r/2)
																																																																																																																																											(10) 

𝑉(𝑍) = 𝜎E = 𝐸(𝑍E) − 𝐸(𝑍)E = 		
Ä16-8r-2rE𝜆E + KL

Å

E
M 𝜆Æ

4(1-r/2)E(2-r/2) 																																																																																																														(11) 

 
Based on the above calculations, it is obvious that the distribution of ratio of the two variables, form chi-square distribution 
and exponential distribution is a novel distribution close to the behavior of F-Distribution . 
 
4.3 Distribution of the Product  
       
Assume that X and Y are two independent random variables such that: 
𝑋~𝜒E(𝑟)     𝑎𝑛𝑑  𝑌~𝑒𝑥𝑝( 𝜆	)   , 𝑡ℎ𝑒𝑛		

							𝑓(𝑥) =
1

2
I
F𝛤 KL

E
M
𝑥
I
F=/𝑒=

N
F	, 				𝑥	 > 	0																																																																																																																																													(12)	

𝑎𝑛𝑑			𝑓(𝑦) = 𝜆	𝑒=>~						, 		𝑦 > 0																																																																																																																																																										(13)	

	𝑓(𝑥, 𝑦) =
𝜆

2L/E𝛤(𝑟/2) 𝑒
=>~		𝑥L/E=/𝑒=?/E		, 		𝑥 > 0, 𝑦 > 0																																																																																																											(14) 

Applying  the change of variables technique, we get: 
𝑙𝑒𝑡				𝑚/ = 𝑥. 𝑦,𝑚E = 𝑦							 ⇒ 𝑥 =

𝑚/

𝑦 =
𝑚/

𝑚E
, 𝑦 = 𝑚E	

        then  |𝐽| = Ç

È1}
É?

È1}
É~

È1F
É?

È1F
É~

Ç = Ê𝑦 𝑥
0 1Ê = 𝑦 = 𝑚E    

 
The joint p.d.f. of m1 and m2 is given by 
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 𝑔(𝑚/,𝑚E) =
>

E
I
F¡KIFM

𝑒=>(Ë//ËE)	𝑚E
I
F=/𝑒=

ÌF
F 𝑚E												, 𝑚/,𝑚E > 0																																																																																			(15)	

																			

=
𝜆

2
I
F	𝛤 KL

E
M
𝑒=>(Ë//ËE)		𝑚E

I
F	𝑒=

ÌF
F 																																																																																																																																														(16) 

 
Thus, the marginal probability density function of m1 is given by: 

𝑔/(𝑚/) = e
𝜆

2
I
F	𝛤 KL

E
M
𝑒=>(Ë//ËE)		𝑚E

I
F𝑒=

ÌF
F 𝑑𝑚E

`

�
																																																																																																		(17)	 

𝑤ℎ𝑒𝑟𝑒			𝐼 = e 𝑒=>	(1//1E)		𝑚E
L/E𝑒=1F/E𝑑𝑚E

`

�
																																																																																				 

 
5 Experimental Results 

 
In this section the graphs that explain the distribution of the proposed distribution are plotted and analyzed. 
 Fig. 1 shows the distribution of the sum of the two random variables for  the parameters r =2, and   𝜆 =1. 

 
Fig. 1: The distribution of the sum of the two random variables for r =2 and   𝜆 =1. 

 

Fig.2: Shows the graph of the sum of the two random variables when r =4 and 𝜆 =5. 
 

While Fig. 2 shows the distribution of the sum of the two random variables for the parameters r =4, and   λ =5. It is evident 
from Fig.1 and Fig.2 that the distribution of the sum of the two random variables behaves like the exponential distributed. 
Also, it is obvious from Fig.1 and Fig.2 that the behavior of the proposed distribution is close to the behavior of F-Distribution 
as theoretically expected in Section 4. 
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6 Conclusion 
In this paper, a novel special distribution is proposed. This distribution was proposed using the distribution function and the 
change of variables techniques has been applied to obtain the distribution of the sum, ratio, and the multiplication of two 
random variables. The main result of the proposed technique showed that the distribution of sum of two independent random 
variables form chi-square distribution and exponential distribution was an exponential distribution. Moreover, the distribution 
of ratio of two independent random variables, form chi-square distribution and exponential distribution was a special 
distribution.  
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