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#### Abstract

In this paper, we investigate proper sufficient conditions for the uniform stability (US) of the zero solution, and for the uniform boundedness (UB) as well as uniform ultimate boundedness (UUB) of all solutions of a certain system of nonlinear nonautonomous third-order differential equation (DE) with variable delay. In the proofs, the method of Lyapunov functional (LF) approach is employed as a main tool and two examples are presented in the last section to show feasibility of the established results which improve the results of the previous pieces of literature.
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## 1 Introduction

Over the last few decades, the qualitative behaviour (QB) of solutions for ordinary scalar and vector nonlinear (DEs) has been extensively investigated and several results have been obtained. Stability (S) and boundedness (B) of solutions play a key role in characterizing the behaviour of nonlinear (DEs). For a comprehensive investigation of this subject, we refer the reader to the books by Burton [1], Reissig et al. [2], Yoshizawa [3] and the references cited in these books. To verify the results of the above-mentioned books, Lyapunov's second method [4] has been used.

However, the response of the system, in many applications, can be delayed, or be established on the past history of the system. Dynamical systems, which respond in this way, are called delay differential equations (DDEs). The Lyapunov's second method has been developed to deal with (DDEs).

Many results have been obtained on the (S) and (B) of solutions for various second and third-order scalar vector (DEs) without delay, see for example, $[5,6,7,8,9,10,11$, $12,13]$, etc. Since (S) and (B) are much more complicated for (DDEs), it is worth-while to continue to investigate the (S) and (B) of solutions for vector (DDEs).

On the other hand, for certain third-order scalar (DDEs), the (S) and the (B) results have been investigated
by many researchers, see, for example, $[14,15,16,17,18$, $19,20,21,22,23,24]$. In this regard, these cited papers present outstanding results on the $(\mathrm{QB})$ of solutions for the considered (DEs).

However, by this time, no attention was given to the investigation of the (S) and (B) in the nonlinear vector (DEs) of third-order with constant and variable delays, except the works of Tunç and Mohammed [25], Omeike [26], Mahmoud and Tunç [27], Tunç [28,29,30], and the references therein.

In the following, we provide some background details regarding the study of various classes of third-order vector (DEs) with variable delay.

In [26], Omeike investigated the (S) and (B) of nonlinear differential system (DS) of third-order with variable delay $r(t)$, of the following form

$$
\dddot{X}+A \ddot{X}+B \dot{X}+H(X(t-r(t)))=P(t) .
$$

Recently, in [28], Tunç has explored the (S) and (B) of nonlinear (DS) of third-order with variable delay $\tau(t)$, as the following type
$\dddot{X}+A \ddot{X}+G(\dot{X}(t-\tau(t)))+H(X(t-\tau(t)))=F(t, X, \dot{X}, \ddot{X})$.
In this paper, defining (LFs), we obtain proper sufficient conditions for the ( S ) and the (B) of solutions in the cases $P(\cdot)=0$ and $P(\cdot) \neq 0$ respectively, to the following

[^0]nonlinear non-autonomous third-order (DS) with variable delay of the type
$\dddot{X}+\Phi(X, \dot{X}) \ddot{X}+\Psi(\dot{X}(t-r(t)))+c(t) H(X(t-r(t)))$
\[

$$
\begin{equation*}
=P(\cdot) \tag{1}
\end{equation*}
$$

\]

where

$$
P(\cdot)=P(t, X, X(t-r(t)), \dot{X}, \dot{X}(t-r(t)), \ddot{X})
$$

The equation (1) can be written in the following equivalent system
$\dot{X}=Y$,
$\dot{Y}=Z$,
$\dot{Z}=-\Phi(X, Y) Z-\Psi(Y)-H(X)+\int_{t-r(t)}^{t} J_{\Psi}(Y(s)) Z(s) d s$
$+c(t) \int_{t-r(t)}^{t} J_{H}(X(s)) Y(s) d s$
$+P(t, X, X(t-r(t)), Y, Y(t-r(t)), Z)$,
where $0 \leq r(t) \leq \gamma, \gamma$ is a positive constant, which will be defined later; $X \in \mathbb{R}^{n} ; c: \mathbb{R}^{+} \rightarrow \mathbb{R}^{n \times n}$ is a continuous function, $\Phi$ is an $n \times n$-continuous symmetric function matrix, $\Psi$ and $H$ are $n$-vector continuous functions with $\Psi(0)=H(0)=0$ and $P(\cdot)$ is a vector continuous function in their arguments; $t \in[0, \infty)$. Moreover, it is assumed that the Jacobian matrices $J_{H}(X)=\left(\frac{\partial h_{i}}{\partial x_{j}}\right)$ and $J_{\Psi}(Y)=\left(\frac{\partial \psi_{i}}{\partial y_{j}}\right)$, $(i, j=1,2, \ldots, n)$, exist and are continuous.
Remark 1.1. We observed the following:
(i) If $\Phi(X, \dot{X})=A, \Psi(\dot{X}(t-r(t)))=B \dot{X}, c(t)$ as a constant such as equal one, and $P(\cdot)=P(t)$, equation (1) reduces to nonlinear (DS) of third-order with variable delay $r(t)$ in [26].
(ii) If $\Phi(X, \dot{X})=A, \Psi(\dot{X}(t-r(t)))=G(\dot{X}(t-r(t))), c(t)$ as a constant such as equal one, and $P(\cdot)=F(t, X, \dot{X}, \ddot{X})$, equation (1) reduces to nonlinear (DS) of third-order with variable delay $r(t)$ in [28]. However, in this paper, we construct a new (LF) to investigate the (UB) and (UUB) of all solutions for (1).
(iii) Special cases of (1), when $n=1$, have been investigated by several authors in the pieces of literature, see $[15,16]$ and the references cited in these sources.

## 2 Preliminaries

The symbol $\langle X, Y\rangle$ corresponding to any pair $X$ and $Y$ of vectors in $\mathbb{R}^{n}$ stands for the usual scalar product $\sum_{i=1}^{n} x_{i} y_{i}$. The Euclidean length in $\mathbb{R}^{n}$ will be denoted by $\|\cdot\|$, so that in particular $\langle X, X\rangle=\|X\|^{2}$ for arbitrary $X \in \mathbb{R}^{n}$, and $\lambda_{i}(M)(i=1,2, \ldots, n)$ are the eigenvalues of the real symmetric $n \times n$-matrix $M$. The matrix $M$ is
negative-definite, when $\langle M X, X\rangle<0$, for all nonzero $X \in \mathbb{R}^{n}$.

The following Lemmas will be substantial for the proofs of the main Theorems.
Lemma 2.1.[5] Let $M$ be a real symmetric positive definite $n \times n$-matrix, then for any $X \in \mathbb{R}^{n}$, we have

$$
\alpha_{M}\|X\|^{2} \leq\langle M X, X\rangle \leq \beta_{M}\|X\|^{2}
$$

where $\alpha_{M}, \beta_{M}$ are the least and the greatest eigenvalues of $M$, respectively.
Lemma 2.2. Assume that $\dot{X}=Y, \dot{Y}=Z$. Then
(1) $\frac{d}{d t}\left(\int_{0}^{1}\langle H(\sigma X), X\rangle d \sigma\right)=\langle H(X), Y\rangle$,
(2) $\frac{d}{d t}\left(\int_{0}^{1}\langle\Psi(\sigma Y), Y\rangle d \sigma\right)=\langle\Psi(Y), Z\rangle$,
(3) $\frac{d}{d t}\left(\int_{0}^{1}\langle\sigma \Phi(X, \sigma Y) Y, Y\rangle d \sigma\right) \leq\langle\Phi(X, Y) Y, Z\rangle$.

Proof. The proof of (2) is similar to that of (1), see [27].
(3) $\frac{d}{d t} \int_{0}^{1}\langle\sigma \Phi(X, \sigma Y) Y, Y\rangle d \sigma=\int_{0}^{1}\langle\sigma \Phi(X, \sigma Y) Y, Z\rangle d \sigma$

$$
+\int_{0}^{1}\langle\sigma J(\Phi(X, \sigma Y), Y \mid X) Y, Y\rangle d \sigma
$$

$$
+\int_{0}^{1} \sigma\langle\sigma J(\Phi(X, \sigma Y), Y \mid Y) Z, Y\rangle d \sigma
$$

$$
\leq \int_{0}^{1}\langle\sigma \Phi(X, \sigma Y) Y, Z\rangle d \sigma
$$

$$
+\int_{0}^{1} \sigma\langle\sigma J(\Phi(X, \sigma Y), Y \mid Y) Z, Y\rangle d \sigma
$$

Let $J(\Phi(X, Y) Y \mid X)$ be a negative-definite and $J(\Phi(X, Y) Y \mid Y)$ be a symmetric. It follows that

$$
\begin{aligned}
& \frac{d}{d t} \int_{0}^{1}\langle\sigma \Phi(X, \sigma Y) Y, Y\rangle d \sigma \\
& \leq \int_{0}^{1}\langle\sigma \Phi(X, \sigma Y) Y, Z\rangle d \sigma+\int_{0}^{1} \sigma \frac{\partial}{\partial \sigma}\langle\Phi(X, \sigma Y) \sigma Y, Z\rangle d \sigma \\
& =\left.\sigma\langle\Phi(X, \sigma Y), Z\rangle\right|_{0} ^{1}=\langle\Phi(X, Y) Y, Z\rangle
\end{aligned}
$$

Lemma 2.3. [27,28] Let $H(X)$ be a continuous vector function with $H(0)=0$. Then,

$$
\begin{gathered}
\text { (1) }\langle H(X), H(X)\rangle=2 \int_{0}^{1} \int_{0}^{1} \sigma_{1}\left\langle J_{H}\left(\sigma_{1} X\right) J_{H}\left(\sigma_{1} \sigma_{2} X\right) X, X\right\rangle d \sigma_{2} d \sigma_{1} . \\
\text { (2) }\langle H(X), X\rangle=\int_{0}^{1}\left\langle J_{H}(\sigma X) X, X\right\rangle d \sigma .
\end{gathered}
$$

Lemma 2.4. Let $H(X)$ be a continuous vector function and that $H(0)=0$. Then,

$$
\alpha_{H}\|X\|^{2} \leq \int_{0}^{1}\langle H(\sigma X, X)\rangle d \sigma \leq \beta_{H}\|X\|^{2}
$$

where $\alpha_{H}, \beta_{H}$ are the least and the greatest eigenvalues of $J_{H}(X)$, respectively.

## 3 Stability

Now, we consider the (S) criteria for the general non-autonomous delay differential system:

$$
\begin{equation*}
\dot{\bar{x}}(t)=\bar{f}\left(t, \bar{x}_{t}\right), \bar{x}_{t}(s)=\bar{x}(t+s),-h \leq s \leq 0, t \geq 0 \tag{3}
\end{equation*}
$$

where $\bar{f}:[0, \infty) \times C_{H} \rightarrow \mathbb{R}^{n}$ is a continuous mapping, $\bar{f}(t, 0)=$ $\overline{0}, C_{H}:=\left\{\vartheta \in C\left([-h, 0], \mathbb{R}^{n}\right):\|\vartheta\| \leq H\right\}$ and for $H_{1}<H$, there exists $L\left(H_{1}\right)>0$, with $|\bar{f}(t, \vartheta)| \leq L\left(H_{1}\right)$ when $\|\vartheta\| \leq H_{1}$.
Theorem 3.1. [1] Let $V(t, \vartheta): C_{H} \rightarrow \mathbb{R}$ be a continuous functional satisfying a local Lipschitz condition, $V(0)=0$ and the functions $W_{i}(i=1,2)$ are wedges, such that:
(a) $W_{1}(|\vartheta(0)|) \leq V(t, \vartheta) \leq W_{2}(\|\vartheta\|)$,
(b) $\dot{V}_{(3)}(t, \vartheta) \leq 0$, for $\vartheta \in C_{H}$.

Then, the zero solution of (3) is (US).
The main (S) result of (1) with $P(\cdot)=0$ is the following theorem:
Theorem 3.2. In addition to the fundamental assumptions imposed on the functions $\Phi, \Psi, H$ and $c(t)$ with $P(\cdot)=0$, let us assume that there exist positive constants $\alpha_{1}, \alpha_{2}, \alpha_{3}, \beta_{1}, \beta_{2}, \beta_{3}$ and $\gamma$, such that for $(i=1,2, \ldots, n)$, the following conditions hold:
(i) The matrix $\Phi$ is symmetric and $\alpha_{1} \leq \lambda_{i}(\Phi(X, Y)) \leq \beta_{1}$, for all $X, Y \in \mathbb{R}^{n}$.
(ii) $\Psi(0)=0, \quad J_{\Psi}(Y)$ is symmetric and $\alpha_{2} \leq \lambda_{i}\left(J_{\Psi}(Y)\right) \leq \beta_{2}$, for all $Y \in \mathbb{R}^{n}$.
(iii) $H(0)=0, J_{H}(X)$ is symmetric and $\alpha_{3} \leq \lambda_{i}\left(J_{H}(X)\right) \leq \beta_{3}$, for all $X \in \mathbb{R}^{n}$.
(iv) $0<\delta_{c} \leq \lambda_{i}(c(t)) \leq \Delta_{c} \leq 1$ and $\lambda_{i}\left(c^{\prime}\right) \leq 0$.
(v) $\frac{1}{\alpha_{1}}<\frac{1}{\mu}<\frac{\alpha_{2}}{\beta_{3}}$.
(vi) $0 \leq r(t) \leq \gamma$ and $r^{\prime}(t) \leq \omega, 0<\omega<1$.

Then, the zero solution of (1) with $P(\cdot)=0$ is (US), provided that
$\gamma<\min \left[\frac{\left(\mu \alpha_{2}-\beta_{3} \Delta_{c}\right)(1-\omega)}{\sqrt{n}\left[\{\mu(2-\omega)+1\} \beta_{3} \Delta_{c}+\mu(1-\omega) \beta_{2}\right]}\right.$,

$$
\left.\frac{\left(\alpha_{1}-\mu\right)(1-\omega)}{\sqrt{n}\left\{(1-\omega) \beta_{3} \Delta_{c}+(2+\mu-\omega) \beta_{2}\right\}}\right]
$$

## Proof.

Let $\lambda$ and $\delta$ be two positive constants, which will be defined later in the proof. For the sake of brevity, we define

$$
\begin{align*}
\Delta(t)=\lambda & \int_{-r(t)}^{0} \int_{t+s}^{t}\|Y(\xi)\|^{2} d \xi d s \\
& +\delta \int_{-r(t)}^{0} \int_{t+s}^{t}\|Z(\xi)\|^{2} d \xi d s \geq 0 \tag{4}
\end{align*}
$$

Our main tool in the proof of the Theorem 3.2 is a (LF), $V_{1}(\cdot)=V_{1}\left(t, X_{t}, Y_{t}, Z_{t}\right)$ defined by

$$
\begin{align*}
V_{1}(\cdot)= & \mu \int_{0}^{1}\langle c(t) H(\sigma X), X\rangle d \sigma+\int_{0}^{1}\langle\Psi(\sigma Y), Y\rangle d \sigma \\
& +\langle c(t) H(X), Y\rangle+\mu \int_{0}^{1}\langle\sigma \Phi(X, \sigma Y) Y, Y\rangle d \sigma \\
& +\frac{1}{2}\langle Z, Z\rangle+\mu\langle Y, Z\rangle+\Delta(t) \tag{5}
\end{align*}
$$

Using Lemma 2.3, we observe that the above (LF) can be rewritten as follows:

$$
\begin{aligned}
V_{1}(\cdot)= & \mu \int_{0}^{1} \int_{0}^{1} \sigma_{1}\left\langle c(t) J_{H}\left(\sigma_{1} \sigma_{2} X\right) X, X\right\rangle d \sigma_{2} d \sigma_{1} \\
& +\int_{0}^{1} \int_{0}^{1} \sigma_{1}\left\langle J_{\Psi}\left(\sigma_{1} \sigma_{2} Y\right) Y, Y\right\rangle d \sigma_{2} d \sigma_{1} \\
& +\langle c(t) H(X), Y\rangle+\frac{1}{2}\|Z+\mu Y\|^{2} \\
& +\mu \int_{0}^{1}\left\langle\left(\sigma \Phi(X, \sigma Y)-\frac{1}{2} \mu\right) Y, Y\right\rangle d \sigma+\Delta(t)
\end{aligned}
$$

From the condition $(i)-(i i i)$ of Theorem 3.2, (4) and Lemma 2.4, we get

$$
\begin{aligned}
V_{1}(\cdot) \geq & \mu \int_{0}^{1} \int_{0}^{1} \sigma_{1}\left\langle c(t) J_{H}\left(\sigma_{1} \sigma_{2} X\right) X, X\right\rangle d \sigma_{2} d \sigma_{1} \\
& +\frac{\alpha_{2}}{2}\left\|Y+\frac{1}{\alpha_{2}} c(t) H(X)\right\|^{2}-\frac{1}{2 \alpha_{2}}\langle c(t) H(X), c(t) H(X)\rangle \\
& +\frac{1}{2} \mu\left(\alpha_{1}-\mu\right)\|Y\|^{2}+\frac{1}{2}\|Z+\mu Y\|^{2}
\end{aligned}
$$

Since

$$
\frac{\alpha_{2}}{2}\left\|Y+\frac{1}{\alpha_{2}} c(t) H(X)\right\|^{2} \geq 0
$$

Then

$$
\begin{align*}
V_{1}(\cdot) \geq & \int_{0}^{1} \int_{0}^{1} \sigma_{1}\left\langle\left[\mu c(t)-\frac{c^{2}(t)}{\alpha_{2}} J_{H}\left(\sigma_{1} X\right)\right] J_{H}\left(\sigma_{1} \sigma_{2} X\right) X, X\right\rangle \\
& d \sigma_{2} d \sigma_{1}+\frac{1}{2}\|Z+\mu Y\|^{2}+\frac{1}{2} \mu\left(\alpha_{1}-\mu\right)\|Y\|^{2} \\
\geq & \frac{\kappa}{2}\|X\|^{2}+\frac{1}{2}\|Z+\mu Y\|^{2}+\frac{1}{2} \mu\left(\alpha_{1}-\mu\right)\|Y\|^{2} \tag{6}
\end{align*}
$$

where
$\kappa=\mu \alpha_{3} \delta_{c}\left(1-\frac{\beta_{3}}{\mu \alpha_{2}}\right)>\mu \alpha_{3} \delta_{c}\left(1-\frac{\mu}{\mu}\right)=0$, and $\alpha_{1}-\mu>0$,
by the conditions $(i i i)-(v)$.
Thus, we can find a positive constant $D_{1}$, small enough such that

$$
\begin{equation*}
V_{1}(\cdot) \geq D_{1}\left(\|X\|^{2}+\|Y\|^{2}+\|Z\|^{2}\right) \tag{7}
\end{equation*}
$$

Using the hypotheses of Theorem 3.2, we obtain
$\|\Phi(X, Y)\| \leq \sqrt{n} \beta_{1}$; by $(i)$, then

$$
\begin{aligned}
\mu \int_{0}^{1}\langle\sigma \Phi(X, \sigma Y) Y, Y\rangle d \sigma & \leq \mu \int_{0}^{1} \sqrt{n} \beta_{1}\langle\sigma Y, Y\rangle d \sigma \\
& =\frac{\mu}{2} \sqrt{n} \beta_{1}\|Y\|^{2}
\end{aligned}
$$

Since $\frac{\partial H(\sigma X)}{\partial \sigma}=J_{H}(\sigma X) X$ and $H(0)=0$, we find from (iii) that $\|H(X)\| \leq \int_{0}^{1}\left\|J_{H}(\sigma X)\right\|\|X\| d \sigma \leq \sqrt{n} \beta_{3}\|X\|$.
Also, since $\frac{\partial \Psi(\sigma Y)}{\partial \sigma}=J_{\Psi}(\sigma Y) Y$ and $\Psi(0)=0$, from (ii) we find
$\|\Psi(Y)\| \leq \int_{0}^{1}\left\|J_{\Psi}(\sigma Y)\right\|\|Y\| d \sigma \leq \sqrt{n} \beta_{2}\|Y\|$.

Using the Cauchy-Schwarz inequality
$|\langle m, n\rangle| \leq\|m\|\|n\| \leq \frac{1}{2}\left(\|m\|^{2}+\|n\|^{2}\right)$, we have

$$
\begin{aligned}
\langle c(t) H(X), Y\rangle & \leq\|c(t)\|\|H(X)\|\|Y\| \\
& \leq \sqrt{n} \beta_{3} \Delta_{c}\|X\|\|Y\| \\
& \leq \frac{1}{2} \sqrt{n} \beta_{3} \Delta_{c}\left(\|X\|^{2}+\|Y\|^{2}\right)
\end{aligned}
$$

From (vi), we obtain

$$
\begin{align*}
\int_{-r(t)}^{0} \int_{t+s}^{t}\|Y(\xi)\|^{2} d \xi d s & =\int_{t-r(t)}^{t}\{\xi-t+r(t)\}\|Y(\xi)\|^{2} d \xi \\
& \leq\|Y\|^{2} \int_{t-r(t)}^{t}\{\xi-t+r(t)\} d \xi \\
& =\frac{1}{2} r^{2}(t)\|Y\|^{2} \\
& =\frac{1}{2} r(t) \int_{t-r(t)}^{t}\|Y\|^{2} d \xi \\
& \leq \frac{1}{2} \gamma^{2}\|Y\|^{2} \tag{8}
\end{align*}
$$

Similarly, we find

$$
\begin{align*}
\int_{-r(t)}^{0} \int_{t+s}^{t}\|Z(\xi)\|^{2} d \xi d s & \leq \frac{1}{2} r^{2}(t)\|Z\|^{2} \\
& =\frac{1}{2} r(t) \int_{t-r(t)}^{t}\|Z\|^{2} d \xi \\
& \leq \frac{1}{2} \gamma^{2}\|Z\|^{2} \tag{9}
\end{align*}
$$

Thus, we obtain

$$
\begin{align*}
V_{1}(\cdot) & \leq\left(\mu+\frac{1}{2}\right) \sqrt{n} \beta_{3} \Delta_{c}\|X\|^{2}+\frac{1}{2}\left(\mu+1+\delta \gamma^{2}\right)\|Z\|^{2} \\
& +\frac{1}{2}\left(\sqrt{n} \beta_{3} \Delta_{c}+\mu+\mu \sqrt{n} \beta_{1}+4 \sqrt{n} \beta_{2}+\lambda \gamma^{2}\right)\|Y\|^{2} \tag{10}
\end{align*}
$$

Hence, we have a positive constant $D_{2}$ satisfying

$$
\begin{equation*}
V_{1}(\cdot) \leq D_{2}\left(\|X\|^{2}+\|Y\|^{2}+\|Z\|^{2}\right) \tag{11}
\end{equation*}
$$

Now, since

$$
\begin{align*}
& \frac{d}{d t} \int_{-r(t)}^{0} \int_{t+s}^{t}\|Y(\xi)\|^{2} d \xi d s \\
= & \left(1-r^{\prime}(t)\right) \int_{t-r(t)}^{t}\|Y(\xi)\|^{2} d \xi+r(t)\|Y(t)\|^{2} \tag{12}
\end{align*}
$$

Similarly, we find

$$
\begin{align*}
& \frac{d}{d t} \int_{-r(t)}^{0} \int_{t+s}^{t}\|Z(\xi)\|^{2} d \xi d s \\
= & \left(1-r^{\prime}(t)\right) \int_{t-r(t)}^{t}\|Z(\xi)\|^{2} d \xi+r(t)\|Z(t)\|^{2} \tag{13}
\end{align*}
$$

Then, from (2), (5), (12), (13) and Lemma 2.2, we have

$$
\begin{align*}
\frac{d}{d t} V_{1}(\cdot) & \leq\left\langle c(t) J_{H}(X) Y, Y\right\rangle+\mu\langle Z, Z\rangle-\mu\langle Y, \Psi(Y)\rangle \\
& -\langle\Phi(X, Y) Z, Z\rangle \\
& +\mu \int_{0}^{1}\left\langle c^{\prime}(t) H(\sigma X), X\right\rangle d \sigma+\left\langle c^{\prime}(t) H(X), Y\right\rangle \\
& +\left\langle\mu Y+Z, \int_{t-r(t)}^{t} J_{\Psi}(Y(s)) Z(s) d s\right\rangle \\
& +\left\langle\mu Y+Z, \int_{t-r(t)}^{t} c(t) J_{H}(X(s)) Y(s) d s\right\rangle \\
& -\lambda\left(1-r^{\prime}(t)\right) \int_{t-r(t)}^{t}\|Y(\xi)\|^{2} d \xi+\lambda r(t)\|Y(t)\|^{2} \\
& -\delta\left(1-r^{\prime}(t)\right) \int_{t-r(t)}^{t}\|Z(\xi)\|^{2} d \xi+\delta r(t)\|Z(t)\|^{2} \tag{14}
\end{align*}
$$

Now, consider the term

$$
\begin{aligned}
\Omega_{1} & =\mu \int_{0}^{1}\left\langle c^{\prime}(t) H(\sigma X), X\right\rangle d \sigma+\left\langle c^{\prime}(t) H(X), Y\right\rangle \\
& \leq \mu \int_{0}^{1} \int_{0}^{1} \sigma_{1}\left\langle c^{\prime}(t) J_{H}\left(\sigma_{1} \sigma_{2} X\right) X, X\right\rangle d \sigma_{2} d \sigma_{1} \\
& \leq \frac{\mu \beta_{3}}{2}\left\langle c^{\prime}(t) X, X\right\rangle \leq 0, \text { by }(i v)
\end{aligned}
$$

From conditions $(i)-(i v)$ of Theorem 3.2 and Lemma 2.1, we can write (14) as follows:

$$
\begin{aligned}
\frac{d}{d t} V_{1}(\cdot) \leq & -\left(\mu \alpha_{2}-\beta_{3} \Delta_{c}\right)\|Y\|^{2}-\left(\alpha_{1}-\mu\right)\|Z\|^{2} \\
& +\left\langle\mu Y+Z, \int_{t-r(t)}^{t} J_{\Psi}(Y(s)) Z(s) d s\right\rangle \\
& +\left\langle\mu Y+Z, \int_{t-r(t)}^{t} c(t) J_{H}(X(s)) Y(s) d s\right\rangle \\
& -\lambda\left(1-r^{\prime}(t)\right) \int_{t-r(t)}^{t}\|Y(\xi)\|^{2} d \xi+\lambda r(t)\|Y(t)\|^{2} \\
& -\delta\left(1-r^{\prime}(t)\right) \int_{t-r(t)}^{t}\|Z(\xi)\|^{2} d \xi+\delta r(t)\|Z(t)\|^{2}
\end{aligned}
$$

Since $\left\|J_{H}(X)\right\| \leq \sqrt{n} \beta_{3}$ and by condition (iv) of Theorem 3.2, then using the Cauchy-Schwarz inequality, we obtain

$$
\begin{aligned}
& \left|\left\langle\mu Y+Z, \int_{t-r(t)}^{t} c(t) J_{H}(X(s)) Y(s) d s\right\rangle\right| \\
& \quad \leq\|\mu Y+Z\|\left\|\int_{t-r(t)}^{t} c(t) J_{H}(X(s)) Y(s) d s\right\| \\
& \leq(\mu\|Y\|+\|Z\|) \int_{t-r(t)}^{t} \sqrt{n} \beta_{3} \Delta_{c}\|Y(s)\| d s \\
& \leq \frac{\mu \sqrt{n} \beta_{3} \Delta_{c}}{2}\left(\|Y\|^{2} r(t)+\int_{t-r(t)}^{t}\|Y(s)\|^{2} d s\right) \\
& \quad+\frac{\sqrt{n} \beta_{3} \Delta_{c}}{2}\left(\|Z\|^{2} r(t)+\int_{t-r(t)}^{t}\|Y(s)\|^{2} d s\right)
\end{aligned}
$$

Since $\left\|J_{\Psi}(Y)\right\| \leq \sqrt{n} \beta_{2}$ by condition (ii) of Theorem 3.2, so using the Cauchy-Schwarz inequality, we get

$$
\begin{aligned}
& \left|\left\langle\mu Y+Z, \int_{t-r(t)}^{t} J_{\Psi}(Y(s)) Z(s) d s\right\rangle\right| \\
& \quad \leq \frac{\mu \sqrt{n} \beta_{2}}{2}\left(\|Y\|^{2} r(t)+\int_{t-r(t)}^{t}\|Z(s)\|^{2} d s\right) \\
& \quad+\frac{\sqrt{n} \beta_{2}}{2}\left(\|Z\|^{2} r(t)+\int_{t-r(t)}^{t}\|Z(s)\|^{2} d s\right) .
\end{aligned}
$$

Since $0 \leq r(t) \leq \gamma$ and $r^{\prime}(t) \leq \omega$ by condition (vi) of Theorem 3.2, it follows that

$$
\begin{aligned}
& \frac{d}{d t} V_{1}(\cdot)=-\left\{\mu \alpha_{2}-\beta_{3} \Delta_{c}-\frac{\mu \sqrt{n}}{2}\left(\beta_{3} \Delta_{c}+\beta_{2}\right) \gamma-\lambda \gamma\right\}\|Y\|^{2} \\
& -\left(\alpha_{1}-\mu-\frac{\sqrt{n} \beta_{3} \Delta_{c}}{2} \gamma-\frac{\sqrt{n} \beta_{2}}{2} \gamma-\delta \gamma\right)\|Z\|^{2} \\
& +\left\{\frac{\mu \sqrt{n} \beta_{3} \Delta_{c}}{2}+\frac{\sqrt{n} \beta_{3} \Delta_{c}}{2}-\lambda(1-\omega)\right\} \int_{t-r(t)}^{t}\|Y(\xi)\|^{2} d \xi \\
& +\left\{\frac{\mu \sqrt{n} \beta_{2}}{2}+\frac{\sqrt{n} \beta_{2}}{2}-\delta(1-\omega)\right\} \int_{t-r(t)}^{t}\|Z(\xi)\|^{2} d \xi
\end{aligned}
$$

If we take $\lambda=\frac{\sqrt{n} \beta_{3} \Delta_{c}}{2(1-\omega)}(\mu+1)>0$ and $\delta=\frac{\sqrt{n} \beta_{2}}{2(1-\omega)}(\mu+1)>0$, then

$$
\begin{aligned}
& \frac{d}{d t} V_{1}(\cdot) \leq-\left\{\mu \alpha_{2}-\beta_{3} \Delta_{c}-\frac{\mu \sqrt{n}}{2}\left(\beta_{3} \Delta_{c}+\beta_{2}\right) \gamma\right. \\
& \left.\quad-\frac{\sqrt{n} \beta_{3} \Delta_{c}}{2(1-\omega)}(\mu+1) \gamma\right\}\|Y\|^{2} \\
& -\left\{\alpha_{1}-\mu-\frac{\sqrt{n}}{2}\left(\beta_{3} \Delta_{c}+\beta_{2}\right) \gamma-\frac{\sqrt{n} \beta_{2}}{2(1-\omega)}(\mu+1) \gamma\right\}\|Z\|^{2}
\end{aligned}
$$

Therefore, if

$$
\begin{aligned}
\gamma<\min [ & \frac{\left(\mu \alpha_{2}-\beta_{3} \Delta_{c}\right)(1-\omega)}{\sqrt{n}\left[\{\mu(2-\omega)+1\} \beta_{3} \Delta_{c}+\mu(1-\omega) \beta_{2}\right]} \\
& \left.\frac{\left(\alpha_{1}-\mu\right)(1-\omega)}{\sqrt{n}\left\{(1-\omega) \beta_{3} \Delta_{c}+(2+\mu-\omega) \beta_{2}\right\}}\right]
\end{aligned}
$$

Then, it follows that

$$
\begin{equation*}
\frac{d}{d t} V_{1}(\cdot) \leq-D_{3}\left(\|Y\|^{2}+\|Z\|^{2}\right), \text { for some } D_{3}>0 \tag{15}
\end{equation*}
$$

From (7), (11) and (15) it can be seen that (LF), $V_{1}(\cdot)$ satisfies all the conditions of Theorem 3.1, so the zero solution of (1) with $P(\cdot)=0$ is (US).
Hence, the proof of Theorem 3.2 is now complete.

## 4 Boundedness

Now, we consider a system of (DDEs)

$$
\begin{equation*}
\dot{\bar{x}}=\bar{F}\left(t, \bar{x}_{t}\right), \bar{x}_{t}=\bar{x}(t+\theta),-r \leq \theta \leq 0 \tag{16}
\end{equation*}
$$

where $\bar{F}: \mathbb{R} \times C \rightarrow \mathbb{R}^{n}$ is a continuous mapping and takes bounded sets into bounded sets.

The following theorem is a well-known result obtained by Burton [1].
Theorem 4.1. Let $V(t, \vartheta): \mathbb{R} \times C \rightarrow \mathbb{R}^{n}$ be a continuous functional and is locally Lipschitz in $\vartheta$. If
(i) $W(|\bar{x}(t)|) \leq V\left(t, \bar{x}_{t}\right) \leq W_{1}(|\bar{x}(t)|)+W_{2}\left(\int_{t-r}^{t} W_{3}(|\bar{x}(s)|) d s\right)$ and
(ii) $\dot{V}_{(16)}\left(t, \bar{x}_{t}\right) \leq-W_{3}(|\bar{x}(t)|)+N$, for some $N>0$, where $W$ and $W_{i}(i=1,2,3)$ are wedges,
then the solutions of (16) are (UB) and (UUB) for a bound $B$. The following theorem is the (B) main result of (1).
Theorem 4.2. Suppose further to the conditions of Theorem 3.2, that there exists a constant $m>0$, such that $\|P(\cdot)\| \leq m$. Then, the solutions of (1) are (UB) and (UUB), provided that:

$$
\begin{aligned}
\gamma<\min [ & \frac{(\sqrt{n}-1) \alpha_{2}+2 \sqrt{n} \beta_{3} \delta_{c}}{2 \sqrt{n}\left(\beta_{2}+\beta_{3} \Delta_{c}\right)}, \\
& \frac{2\left(\mu \alpha_{2}-\beta_{3} \Delta_{c}\right)+\alpha_{2}(\sqrt{n}-1)\left(\alpha_{1} \alpha_{2}-\beta_{3}+\alpha_{1}+2 \alpha_{1}^{2}\right)}{2 \sqrt{n}\left\{\left(\mu+\alpha_{1}^{2}\right)\left(\beta_{2}+\beta_{3}\right)+\beta_{3} \mathscr{M}\right\}} \\
& \quad+\frac{\left(1-\Delta_{c}\right)\left(\beta_{3}+2 \alpha_{1} \alpha_{3}\right)}{2 \sqrt{n}\left\{\left(\mu+\alpha_{1}^{2}\right)\left(\beta_{2}+\beta_{3}\right)+\beta_{3} \mathscr{M}\right\}} \\
& \left.\frac{2\left(\alpha_{1}-\mu\right)+(\sqrt{n}-1) \alpha_{1} \alpha_{2}+\left(1-\Delta_{c}\right) \beta_{3}}{2 \sqrt{n}\left\{\left(\beta_{2}+\beta_{3} \Delta_{c}\right)\left(1+\alpha_{1}\right)+\beta_{2} \mathscr{M}\right\}}\right]
\end{aligned}
$$

where

$$
\mathscr{M}=\frac{\mu+1+\alpha_{1} \alpha_{2}-\beta_{3}+\alpha_{1}+\alpha_{1}^{2}}{1-\omega}
$$

## Proof.

Now, we consider the (B) of the solutions of (1). We assume that $P(\cdot)$ is bounded with a bound $m$ and the conditions of Theorem 3.2 hold.

Consider the (LF) as

$$
\begin{equation*}
V\left(t, X_{t}, Y_{t}, Z_{t}\right)=V_{1}\left(t, X_{t}, Y_{t}, Z_{t}\right)+V_{2}\left(t, X_{t}, Y_{t}, Z_{t}\right) \tag{17}
\end{equation*}
$$

where $V_{1}(\cdot)$ is defined as $(5)$ and $V_{2}(\cdot)=V_{2}\left(t, X_{t}, Y_{t}, Z_{t}\right)$ is defined as

$$
\begin{align*}
V_{2}(\cdot)=\alpha_{1}^{2} & \int_{0}^{1}\langle c(t) H(\sigma X), X\rangle d \sigma+\frac{1}{2} \alpha_{2}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)\langle X, X\rangle \\
& +\alpha_{1}\langle c(t) H(X), Y\rangle+\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)\left\langle X, Z+\alpha_{1} Y\right\rangle \\
& +\frac{1}{2} \beta_{3}\langle c(t) Y, Y\rangle+\frac{1}{2} \alpha_{1}\left\langle Z+\alpha_{1} Y, Z+\alpha_{1} Y\right\rangle \tag{18}
\end{align*}
$$

Since $\lambda_{i}(c(t)) \geq \delta_{c}$, then we can obtain

$$
\begin{aligned}
V_{2}(\cdot) & \geq S_{1}+\frac{\delta_{c}}{2 \beta_{3}}\left\|\beta_{3} Y+\alpha_{1} H(X)\right\|^{2} \\
& +\frac{\alpha_{1} \alpha_{2}-\beta_{3}}{2 \alpha_{2}}\left\|\alpha_{2} X+\left(Z+\alpha_{1} Y\right)\right\|^{2}+\frac{\beta_{3}}{2 \alpha_{2}}\left\|Z+\alpha_{1} Y\right\|^{2}
\end{aligned}
$$

where
$S_{1}:=\alpha_{1}^{2} \int_{0}^{1}\langle c(t) H(\sigma X), X\rangle d \sigma-\frac{\alpha_{1}^{2}}{2 \beta_{3}}\langle c(t) H(X), H(X)\rangle$.
Since
$\frac{\partial}{\partial \sigma_{1}}\left\langle H\left(\sigma_{1} X\right), H\left(\sigma_{1} X\right)\right\rangle=2\left\langle J_{H}\left(\sigma_{1} X\right) X, H\left(\sigma_{1} X\right)\right\rangle$,

Integrating both sides from $\sigma_{1}=0$ to $\sigma_{1}=1$ and because of $H(0)=0$, we get
$\langle c(t) H(X), H(X)\rangle=2 \int_{0}^{1}\left\langle c(t) J_{H}\left(\sigma_{1} X\right) X, H\left(\sigma_{1} X\right)\right\rangle d \sigma_{1}$.
Since $\lambda_{i}\left(J_{H}(X)\right) \leq \beta_{3}$ by condition (iii) of Theorem 3.2, which implies that
$S_{1}=\alpha_{1}^{2} \int_{0}^{1}\langle c(t) H(\sigma X), X\rangle d \sigma$
$-\frac{\alpha_{1}^{2}}{\beta_{3}} \int_{0}^{1}\left\langle c(t) J_{H}\left(\sigma_{1} X\right) X, H\left(\sigma_{1} X\right)\right\rangle d \sigma_{1}$

$$
=\alpha_{1}^{2} \int_{0}^{1}\left\langle c(t) H\left(\sigma_{1} X\right),\left\{I-\frac{1}{\beta_{3}} J_{H}\left(\sigma_{1} X\right)\right\} X\right\rangle d \sigma_{1} \geq 0
$$

Thus, we obtain

$$
V_{2}(\cdot) \geq \frac{\delta_{c}}{2 \beta_{3}}\left\|\beta_{3} Y+\alpha_{1} H(X)\right\|^{2}+\frac{\beta_{3}}{2 \alpha_{2}}\left\|Z+\alpha_{1} Y\right\|^{2}
$$

$$
\begin{equation*}
+\frac{\alpha_{1} \alpha_{2}-\beta_{3}}{2 \alpha_{2}}\left\|\alpha_{2} X+\left(Z+\alpha_{1} Y\right)\right\|^{2} \tag{19}
\end{equation*}
$$

Then, from (6), (17) and (19), we have

$$
\begin{align*}
V(\cdot) \geq & \frac{\kappa}{2}\|X\|^{2}+\frac{1}{2}\|Z+\mu Y\|^{2}+\frac{1}{2} \mu\left(\alpha_{1}-\mu\right)\|Y\|^{2} \\
& +\frac{\beta_{3}}{2 \alpha_{2}}\left\|Z+\alpha_{1} Y\right\|^{2}+\frac{\delta_{c}}{2 \beta_{3}}\left\|\beta_{3} Y+\alpha_{1} H(X)\right\|^{2} \\
& +\frac{\alpha_{1} \alpha_{2}-\beta_{3}}{2 \alpha_{2}}\left\|\alpha_{2} X+\left(Z+\alpha_{1} Y\right)\right\|^{2} \tag{20}
\end{align*}
$$

From conditions $(i)-(i i i)$ of Theorem 3.2, it follows that using the Cauchy-Schwarz inequality

$$
\begin{align*}
& V_{2}(\cdot) \leq \\
& \left\{\alpha_{1} \beta_{3} \Delta_{c} \sqrt{n}\left(\alpha_{1}+\frac{1}{2}\right)+\frac{\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)\left(\alpha_{1}+\alpha_{2}+1\right)}{2}\right\}\|X\|^{2} \\
& +\left\{\frac{\beta_{3} \Delta_{c}\left(\alpha_{1} \sqrt{n}+1\right)}{2}+\frac{\alpha_{1}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)}{2}+\frac{\alpha_{1}^{2}\left(\alpha_{1}+1\right)}{2}\right\}\|Y\|^{2} \\
& +\left\{\frac{1}{2}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)+\frac{\alpha_{1}}{2}\left(\alpha_{1}+1\right)\right\}\|Z\|^{2} \tag{21}
\end{align*}
$$

Thus, from (8), (9), (10), (17) and (21), we have

$$
\begin{align*}
V(\cdot) \leq & \frac{1}{2}\left\{\beta_{3} \Delta_{c} \sqrt{n}\left(2 \mu+1+\alpha_{1}+2 \alpha_{1}^{2}\right)\right. \\
& \left.+\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)\left(\alpha_{1}+\alpha_{2}+1\right)\right\}\|X\|^{2} \\
+ & \frac{1}{2}\left\{\beta_{3} \Delta_{c} \sqrt{n}\left(\alpha_{1}+1\right)+\beta_{3} \Delta_{c}+\mu\left(\beta_{1} \sqrt{n}+1\right)\right. \\
& \left.+2 \beta_{2} \sqrt{n}+\alpha_{1}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)+\alpha_{1}^{2}\left(\alpha_{1}+1\right)\right\}\|Y\|^{2} \\
+ & \frac{1}{2}\left\{\alpha_{1} \alpha_{2}-\beta_{3}+\alpha_{1}\left(\alpha_{1}+1\right)+\mu+1\right\}\|Z\|^{2} \\
+ & \frac{\eta \gamma}{\alpha}\left\{\int_{t-r(t)}^{t} \frac{\alpha}{2}\left(\|X\|^{2}+\|Y\|^{2}+\|Z\|^{2}\right) d s\right\} \tag{22}
\end{align*}
$$

where $\eta>\max \{\lambda, \delta\}$.
From (5), (2) and using the conditions of Theorem 3.2, we find

$$
\begin{aligned}
& \frac{d V_{1}}{d t} \leq-\left(\mu \alpha_{2}-\beta_{3} \Delta_{c}-\frac{\mu \beta_{3} \Delta_{c} \sqrt{n}}{2} \gamma-\frac{\mu \beta_{2} \sqrt{n}}{2} \gamma-\lambda \gamma\right)\|Y\|^{2} \\
& -\left(\alpha_{1}-\mu-\frac{\beta_{3} \Delta_{c} \sqrt{n}}{2} \gamma-\frac{\beta_{2} \sqrt{n}}{2} \gamma-\delta \gamma\right)\|Z\|^{2} \\
& +\left\{\frac{\mu \beta_{3} \Delta_{c} \sqrt{n}}{2}+\frac{\beta_{3} \Delta_{c} \sqrt{n}}{2}-\lambda(1-\omega)\right\} \int_{t-r(t)}^{t}\|Y(s)\|^{2} d s \\
& +\left\{\frac{\mu \beta_{2} \sqrt{n}}{2}+\frac{\beta_{2} \sqrt{n}}{2}-\delta(1-\omega)\right\} \int_{t-r(t)}^{t}\|Z(s)\|^{2} d s \\
& +\langle\mu Y+Z, P(\cdot)\rangle
\end{aligned}
$$

In view of the condition $\|P(\cdot)\| \leq m$, we get

$$
\begin{align*}
& \frac{d V_{1}}{d t} \leq-\left(\mu \alpha_{2}-\beta_{3} \Delta_{c}-\frac{\mu \beta_{3} \Delta_{c} \sqrt{n}}{2} \gamma-\frac{\mu \beta_{2} \sqrt{n}}{2} \gamma-\lambda \gamma\right)\|Y\|^{2} \\
& -\left(\alpha_{1}-\mu-\frac{\beta_{3} \Delta_{c} \sqrt{n}}{2} \gamma-\frac{\beta_{2} \sqrt{n}}{2} \gamma-\delta \gamma\right)\|Z\|^{2} \\
& +\left\{\frac{\mu \beta_{3} \Delta_{c} \sqrt{n}}{2}+\frac{\beta_{3} \Delta_{c} \sqrt{n}}{2}-\lambda(1-\omega)\right\} \int_{t-r(t)}^{t}\|Y(s)\|^{2} d s \\
& +\left\{\frac{\mu \beta_{2} \sqrt{n}}{2}+\frac{\beta_{2} \sqrt{n}}{2}-\delta(1-\omega)\right\} \int_{t-r(t)}^{t}\|Z(s)\|^{2} d s \\
& +\mu m\|Y\|+m\|Z\| \tag{23}
\end{align*}
$$

From (18), (2) and using the conditions of Theorem 3.2, we get

$$
\begin{aligned}
& \frac{d}{d t} V_{2}(\cdot) \leq \alpha_{2}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)\langle X, Y\rangle+\alpha_{1} \beta_{3}\langle Y, Y\rangle+\alpha_{1} \alpha_{2}\langle Y, Z\rangle \\
& +\alpha_{1}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)\langle Y, Y\rangle+\alpha_{1}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)\langle X, Z\rangle \\
& -\alpha_{1}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)\langle X, Z\rangle-\sqrt{n} \alpha_{2}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)\|X\|\|Y\| \\
& -\sqrt{n} \beta_{3} \delta_{c}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)\|X\|^{2}-\alpha_{1}^{2}\langle Z, Z\rangle-\sqrt{n} \alpha_{1} \alpha_{2}\|Y\|\|Z\| \\
& -\alpha_{1}^{3}\langle Y, Z\rangle-\sqrt{n} \alpha_{1}^{2} \alpha_{2}\|Y\|^{2}+\alpha_{1}^{2}\langle Z, Z\rangle+\alpha_{1}^{3}\langle Y, Z\rangle \\
& +\alpha_{1}^{2} \int_{0}^{1}\left\langle c^{\prime}(t) H(\sigma X), X\right\rangle d \sigma+\alpha_{1}\left\langle c^{\prime}(t) H(X), Y\right\rangle \\
& +\frac{1}{2} \beta_{3}\left\langle c^{\prime}(t) Y, Y\right\rangle+\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)\langle X, P(\cdot)\rangle+\alpha_{1}\left\langle Z+\alpha_{1} Y, P(\cdot)\right\rangle \\
& +\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)\left\langle X, \int_{t-r(t)}^{t} J_{\Psi}(Y(s)) Z(s) d s\right\rangle \\
& +\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)\left\langle X, c(t) \int_{t-r(t)}^{t} J_{H}(X(s)) Y(s) d s\right\rangle \\
& +\alpha_{1}\left\langle Z+\alpha_{1} Y, \int_{t-r(t)}^{t} J_{\Psi}(Y(s)) Z(s) d s\right\rangle \\
& +\alpha_{1}\left\langle Z+\alpha_{1} Y, c(t) \int_{t-r(t)}^{t} J_{H}(X(s)) Y(s) d s\right\rangle .
\end{aligned}
$$

Since $\left\|J_{\Psi}(Y)\right\| \leq \sqrt{n} \beta_{2}$ by $(i i), \alpha_{3} \sqrt{n}\|X\| \leq\|H(X)\|$ and $\left\|J_{H}(X)\right\| \leq \sqrt{n} \beta_{3}$ by (iii), we obtain

$$
\begin{align*}
\frac{d}{d t} V_{2}(\cdot) \leq & -(\sqrt{n}-1) \alpha_{2}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)\|X\|\|Y\| \\
& -\sqrt{n} \beta_{3} \delta_{c}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)\|X\|^{2}-\beta_{3}\left(1-\Delta_{c}\right)\|Y\|\|Z\| \\
& -(\sqrt{n}-1) \alpha_{1} \alpha_{2}\|Y\|\|Z\|-(\sqrt{n}-1) \alpha_{1}^{2} \alpha_{2}\|Y\|^{2} \\
& -\alpha_{1} \beta_{3}\left(1-\Delta_{c}\right)\|Y\|^{2}+\Omega_{2} \\
& +\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)\left\langle X, \int_{t-r(t)}^{t} J_{\Psi}(Y(s)) Z(s) d s\right\rangle \\
& +\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)\left\langle X, \int_{t-r(t)}^{t} J_{H}(X(s)) Y(s) d s+P(\cdot)\right\rangle \\
& +\alpha_{1}\left\langle Z+\alpha_{1} Y, \int_{t-r(t)}^{t} J_{\Psi}(Y(s)) Z(s) d s\right\rangle \\
& +\alpha_{1}\left\langle Z+\alpha_{1} Y, \int_{t-r(t)}^{t} J_{H}(X(s)) Y(s) d s+P(\cdot)\right\rangle, \tag{24}
\end{align*}
$$

where

$$
\begin{aligned}
\Omega_{2} \leq & \alpha_{1}^{2} \int_{0}^{1}\left\langle c^{\prime}(t) H(\sigma X), X\right\rangle d \sigma+\alpha_{1}\left\langle c^{\prime}(t) H(X), Y\right\rangle \\
& +\frac{\beta_{3}}{2}\left\langle c^{\prime}(t) Y, Y\right\rangle \\
\leq & \alpha_{1}^{2} \int_{0}^{1} \int_{0}^{1} \sigma_{1}\left\langle c^{\prime}(t) J_{H}\left(\sigma_{1} \sigma_{2} X\right) X, X\right\rangle d \sigma_{2} d \sigma_{1} \\
\leq & \frac{\alpha_{1}^{2} \beta_{3}}{2}\left\langle c^{\prime}(t) X, X\right\rangle \leq 0, \text { since } \lambda_{i}\left(c^{\prime}\right) \leq 0 .
\end{aligned}
$$

Since $\|P(\cdot)\| \leq m$ and using the Cauchy-Schwarz inequality, we can rewrite (24) as

$$
\begin{align*}
& \frac{d V_{2}}{d t} \leq-(\sqrt{n}-1) \alpha_{2}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)\|X\|\|Y\| \\
& -\sqrt{n} \beta_{3} \delta_{c}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)\|X\|^{2}-(\sqrt{n}-1) \alpha_{1} \alpha_{2}\|Y\|\|Z\| \\
& -\beta_{3}\left(1-\Delta_{c}\right)\|Y\|\|Z\|-(\sqrt{n}-1) \alpha_{1}^{2} \alpha_{2}\|Y\|^{2} \\
& -\alpha_{1} \beta_{3}\left(1-\Delta_{c}\right)\|Y\|^{2}+m\left\{\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)\|X\|+\alpha_{1}^{2}\|Y\|+\alpha_{1}\|Z\|\right\} \\
& +\frac{\sqrt{n} \beta_{2}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)}{2}\left(\|X\|^{2} \gamma+\int_{t-r(t)}^{t}\|Z(s)\|^{2} d s\right) \\
& +\frac{\sqrt{n} \alpha_{1}^{2} \beta_{2}}{2}\left(\|Y\|^{2} \gamma+\int_{t-r(t)}^{t}\|Z(s)\|^{2} d s\right) \\
& +\frac{\sqrt{n} \alpha_{1} \beta_{2}}{2}\left(\|Z\|^{2} \gamma+\int_{t-r(t)}^{t}\|Z(s)\|^{2} d s\right) \\
& +\frac{\sqrt{n} \beta_{3} \Delta_{c}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)}{2}\left(\|X\|^{2} \gamma+\int_{t-r(t)}^{t}\|Y(s)\|^{2} d s\right) \\
& +\frac{\sqrt{n} \alpha_{1}^{2} \beta_{3} \Delta_{c}}{2}\left(\|Y\|^{2} \gamma+\int_{t-r(t)}^{t}\|Y(s)\|^{2} d s\right) \\
& +\frac{\sqrt{n} \alpha_{1} \beta_{3} \Delta_{c}}{2}\left(\|Z\|^{2} \gamma+\int_{t-r(t)}^{t}\|Y(s)\|^{2} d s\right) \tag{25}
\end{align*}
$$

Therefore, from (23) and (25), we get

$$
\begin{aligned}
& \frac{d}{d t} V(\cdot) \leq\left(\alpha_{1} \alpha_{2}-\beta_{3}\right) m\|X\|+\left(\mu+\alpha_{1}^{2}\right) m\|Y\|+\left(\alpha_{1}+1\right) m\|Z\| \\
& -\left\{\frac{\sqrt{n}-1}{2} \alpha_{2}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)+\sqrt{n} \beta_{3} \delta_{c}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)\right. \\
& \left.-\frac{\sqrt{n}}{2} \beta_{2}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right) \gamma-\frac{\sqrt{n}}{2} \beta_{3} \Delta_{c}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right) \gamma\right\}\|X\|^{2} \\
& -\left\{\mu \alpha_{2}-\beta_{3} \Delta_{c}-\frac{\mu \sqrt{n} \beta_{3} \Delta_{c}}{2} \gamma+\frac{\sqrt{n}-1}{2} \alpha_{2}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)\right. \\
& -\frac{\mu \sqrt{n} \beta_{2}}{2} \gamma+\frac{\sqrt{n}-1}{2} \alpha_{1} \alpha_{2}+(\sqrt{n}-1) \alpha_{1}^{2} \alpha_{2}-\frac{\sqrt{n}}{2} \alpha_{1}^{2} \beta_{2} \gamma \\
& \left.-\frac{\sqrt{n}}{2} \alpha_{1}^{2} \beta_{3} \Delta_{c} \gamma+\alpha_{1} \beta_{3}\left(1-\Delta_{c}\right)+\frac{\beta_{3}}{2}\left(1-\Delta_{c}\right)-\lambda \gamma\right\}\|Y\|^{2} \\
& -\left\{\alpha_{1}-\mu-\frac{\sqrt{n} \beta_{3} \Delta_{c}}{2} \gamma-\frac{\sqrt{n} \beta_{2}}{2} \gamma+\frac{\sqrt{n}-1}{2} \alpha_{1} \alpha_{2}\right. \\
& \left.-\frac{\sqrt{n}}{2} \alpha_{1} \beta_{2} \gamma-\frac{\sqrt{n}}{2} \alpha_{1} \beta_{3} \Delta_{c} \gamma+\frac{\beta_{3}}{2}\left(1-\Delta_{c}\right)-\delta \gamma\right\}\|Z\|^{2} \\
& +\left\{\frac{\sqrt{n} \beta_{3} \Delta_{c}}{2}(\mu+1)+\frac{\sqrt{n} \beta_{3} \Delta_{c}}{2}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)+\frac{\sqrt{n}}{2} \alpha_{1}^{2} \beta_{3 \Delta_{c}}\right. \\
& \left.+\frac{\sqrt{n}}{2} \alpha_{1} \beta_{3} \Delta_{c}-\lambda(1-\omega)\right\} \int_{t-r(t)}^{t}\|Y(s)\|^{2} d s \\
& +\left\{\frac{\sqrt{n} \beta_{2}}{2}(\mu+1)+\frac{\sqrt{n} \beta_{2}}{2}\left(\alpha_{1} \alpha_{2}-\beta_{3}\right)+\frac{\sqrt{n}}{2} \alpha_{1}^{2} \beta_{2}\right. \\
& \left.+\frac{\sqrt{n}}{2} \alpha_{1} \beta_{2}-\delta(1-\omega)\right\} \int_{t-r(t)}^{t}\|Z(s)\|^{2} d s .
\end{aligned}
$$

Let $\lambda=\frac{\sqrt{n}}{2} \beta_{3} \Delta_{c} \cdot \mathscr{M}, \quad \delta=\frac{\sqrt{n}}{2} \beta_{2} \cdot \mathscr{M}$, where

$$
\mathscr{M}=\frac{\mu+1+\alpha_{1} \alpha_{2}-\beta_{3}+\alpha_{1}+\alpha_{1}^{2}}{1-\omega} .
$$

If

$$
\begin{aligned}
\gamma<\min [ & \frac{(\sqrt{n}-1) \alpha_{2}+2 \sqrt{n} \beta_{3} \delta_{c}}{2 \sqrt{n}\left(\beta_{2}+\beta_{3} \Delta_{c}\right)}, \\
& \frac{2\left(\mu \alpha_{2}-\beta_{3} \Delta_{c}\right)+\alpha_{2}(\sqrt{n}-1)\left(\alpha_{1} \alpha_{2}-\beta_{3}+\alpha_{1}+2 \alpha_{1}^{2}\right)}{2 \sqrt{n}\left\{\left(\mu+\alpha_{1}^{2}\right)\left(\beta_{2}+\beta_{3}\right)+\beta_{3} \mathscr{M}\right\}} \\
& \quad+\frac{\left(1-\Delta_{c}\right)\left(\beta_{3}+2 \alpha_{1} \alpha_{3}\right)}{2 \sqrt{n}\left\{\left(\mu+\alpha_{1}^{2}\right)\left(\beta_{2}+\beta_{3}\right)+\beta_{3} \mathscr{M}\right\}}, \\
& \left.\frac{2\left(\alpha_{1}-\mu\right)+(\sqrt{n}-1) \alpha_{1} \alpha_{2}+\left(1-\Delta_{c}\right) \beta_{3}}{2 \sqrt{n}\left\{\left(\beta_{2}+\beta_{3} \Delta_{c}\right)\left(1+\alpha_{1}\right)+\beta_{2} \mathscr{M}\right\}}\right],
\end{aligned}
$$

then we can take

$$
K=m \max \left\{\alpha_{1} \alpha_{2}-\beta_{3}, \mu+\alpha_{1}^{2}, \alpha_{1}+1\right\},
$$

SO

$$
\begin{align*}
\frac{d V(\cdot)}{d t} & \leq-\sigma\left(\|X\|^{2}+\|Y\|^{2}+\|Z\|^{2}\right)+K \sigma(\|X\|+\|Y\|+\|Z\|) \\
= & -\frac{\sigma}{2}\left(\|X\|^{2}+\|Y\|^{2}+\|Z\|^{2}\right) \\
& -\frac{\sigma}{2}\left\{(\|X\|-K)^{2}+(\|Y\|-K)^{2}+(\|Z\|-K)^{2}\right\}+\frac{3 \sigma}{2} K^{2} \\
\leq & -\frac{\sigma}{2}\left(\|X\|^{2}+\|Y\|^{2}+\|Z\|^{2}\right)+\frac{3 \sigma}{2} K^{2}, \tag{26}
\end{align*}
$$

for some $\quad \sigma, K>0$. Therefore, from (20), (22) and (26), the (LF) $V(\cdot)$ satisfies all the conditions of Theorem 4.1, by taking $W_{3}(|\bar{x}|)=\frac{\sigma}{2}\left(\|X\|^{2}+\|Y\|^{2}+\|Z\|^{2}\right)$ and $N=\frac{3 \sigma}{2} K^{2}$. Then, the solutions of (1) are (UB) and (UUB) for a bound $m$.
Thus, the proof of Theorem 4.2 is completed.

## 5 Examples

In this section, we provide two examples to illustrate the application of the results we obtained in the previous sections.

## Example 5.1 (An application of Theorem 3.2)

As a special case of equation (1) with $P(\cdot)=0$, for $n=2$, we choose

$$
\begin{gathered}
\Phi(X, Y)=\left[\begin{array}{cc}
9+e^{-\left(x_{1}^{2}+y_{1}^{2}\right)} & 1 \\
1 & 9+e^{-\left(x_{2}^{2}+y_{2}^{2}\right)}
\end{array}\right] \\
\Psi(Y(t-r(t)))=\left[\begin{array}{l}
y_{1}(t-r(t))+\tan ^{-1} y_{1}(t-r(t)) \\
y_{2}(t-r(t))+\tan ^{-1} y_{2}(t-r(t))
\end{array}\right] \\
H(X(t-r(t)))=\left[\begin{array}{l}
x_{1}(t-r(t))+x_{1}(t-r(t)) e^{-x_{1}^{2}(t-r(t))} \\
x_{2}(t-r(t))+x_{2}(t-r(t)) e^{-x_{2}^{2}(t-r(t))}
\end{array}\right]
\end{gathered}
$$

where $r(t)=\frac{1}{20} \sin ^{2} \frac{t}{2}$. It follows that
(i) $\lambda_{1}(\Phi())=.8+e^{-\left(x_{1}^{2}+y_{1}^{2}\right)}, \lambda_{2}(\Phi())=.10+e^{\left(x_{2}^{2}+y_{2}^{2}\right)}$, then $8 \leq \lambda_{i}(\Phi()) \leq 11,. \alpha_{1}=8, \beta_{1}=11$.
(ii) $\Psi(0)=0$,

$$
J_{\Psi}(Y)=\left[\begin{array}{cc}
1+\frac{1}{1+y_{1}^{2}(t-r(t))} & 0 \\
0 & 1+\frac{1}{1+y_{2}^{2}(t-r(t))}
\end{array}\right]
$$

Therefore, we get

$$
\begin{aligned}
& \lambda_{1}\left(J_{\Psi}(.)\right)=1+\frac{1}{1+y_{1}^{2}(t-r(t))} \\
& \lambda_{2}\left(J_{\Psi}(.)\right)=1+\frac{1}{1+y_{2}^{2}(t-r(t))}
\end{aligned}
$$

$$
1 \leq \lambda_{i}\left(J_{\Psi}(.)\right) \leq 2, \alpha_{2}=1, \beta_{2}=2
$$

(iii) $H(0)=0$,

$$
J_{H}(X)=\left[\begin{array}{cc}
1+\left(1-2 x_{1}^{2}\right) e^{-x_{1}^{2}} & 0 \\
0 & 1+\left(1-2 x_{2}^{2}\right) e^{-x_{2}^{2}}
\end{array}\right]
$$

It follows that

$$
\begin{aligned}
& \lambda_{1}\left(J_{H}(.)\right)=1+\left(1-2 x_{1}^{2}\right) e^{-x_{1}^{2}} \\
& \lambda_{2}\left(J_{H}(.)\right)=1+\left(1-2 x_{2}^{2}\right) e^{-x_{2}^{2}} \\
& 1 \leq \lambda_{i}\left(J_{H}(.)\right) \leq 2, \alpha_{3}=1, \beta_{3}=2
\end{aligned}
$$

(iv)

$$
c(t)=\left[\begin{array}{cc}
\frac{e^{-t^{2}}+1}{2} & 0 \\
0 & \frac{1}{2(1+t)}+\frac{1}{2}
\end{array}\right]
$$

It follows that

$$
\begin{aligned}
& \lambda_{1}(c(t))=\frac{1}{2(1+t)}+\frac{1}{2} \\
& \lambda_{2}(c(t))=\frac{e^{-t^{2}}}{2}+\frac{1}{2} \\
& \frac{1}{2} \leq \lambda_{i}(c(t)) \leq 1, \text { it tends to } \delta_{c}=\frac{1}{2} \text { and } \Delta_{c}=1
\end{aligned}
$$

(v) Let $\mu=5$, where $\frac{1}{8}<\frac{1}{\mu}<\frac{1}{2}$.
(vi) Since $0 \leq r(t)=\frac{1}{20} \sin ^{2} \frac{t}{2} \leq \frac{1}{20}, \gamma=\frac{1}{20}$,
and since $r^{\prime}(t)=\frac{1}{20} \sin \frac{t}{2} \cos \frac{t}{2} \leq \frac{1}{40}, \omega=\frac{1}{40}$.
Next,

$$
\begin{aligned}
& \frac{\left(\mu \alpha_{2}-\beta_{3} \Delta_{c}\right)(1-\omega)}{\sqrt{n}\left[\{\mu(2-\omega)+1\} \beta_{3} \Delta_{c}+\mu(1-\omega) \beta_{2}\right]} \\
& =\frac{3\left(1-\frac{1}{40}\right)}{\sqrt{2}\left[2\left\{5\left(2-\frac{1}{40}\right)+1\right\}+(5)(2)\left(1-\frac{1}{40}\right)\right]} \simeq 0.06566 \\
& \frac{\left(\alpha_{1}-\mu\right)(1-\omega)}{\sqrt{n}\left\{(1-\omega) \beta_{3} \Delta_{c}+(2+\mu-\omega) \beta_{2}\right\}} \\
& =\frac{3\left(1-\frac{1}{40}\right)}{\sqrt{2}\left\{2\left(1-\frac{1}{40}\right)+2\left(2+5-\frac{1}{40}\right)\right\}}=\frac{3\left(1-\frac{1}{40}\right)}{\sqrt{2}\left(16-\frac{4}{40}\right)} \simeq 0.13008
\end{aligned}
$$

Thus, all the conditions of Theorem 3.2 are satisfied, provided that

$$
\gamma<\min \{0.06566,0.13008\} \simeq 0.06566
$$

## Example 5.2 (An application of Theorem 4.2)

As a special case of equation (1), let us take for $n=2$ that

$$
\Phi(X, Y)=\left[\begin{array}{cc}
11+e^{-\left(x_{1}^{2}+y_{1}^{2}\right)} & 1 \\
1 & 11+e^{-\left(x_{2}^{2}+y_{2}^{2}\right)}
\end{array}\right]
$$

$$
\begin{gathered}
\Psi(Y(t-r(t)))=\left[\begin{array}{c}
y_{1}(t-r(t))+\tan ^{-1} y_{1}(t-r(t)) \\
y_{2}(t-r(t))+\tan ^{-1} y_{2}(t-r(t))
\end{array}\right], \\
H(X(t-r(t)))=\left[\begin{array}{c}
x_{1}(t-r(t))+x_{1}(t-r(t)) e^{-x_{1}^{2}(t-r(t))} \\
2 x_{2}(t-r(t))+x_{2}(t-r(t)) e^{-x_{2}^{2}(t-r(t))}
\end{array}\right],
\end{gathered}
$$

where $r(t)=\frac{1}{80} \sin ^{2} \frac{t}{2}$. It follows that
(i) $\lambda_{1}(\Phi())=.10+e^{-\left(x_{1}^{2}+y_{1}^{2}\right)}$, $\lambda_{2}(\Phi())=.12+e^{-\left(x_{2}^{2}+y_{2}^{2}\right)}$, then $10 \leq \lambda_{i}(\Phi()) \leq 13,. \alpha_{1}=10, \beta_{1}=13$.
The calculations for condition (ii) and (iv) is the same as in Example 5.1.
(iii) $H(0)=0$,

$$
J_{H}(X)=\left[\begin{array}{cc}
1+\left(1-2 x_{1}^{2}\right) e^{-x_{1}^{2}} & 0 \\
0 & 2+\left(1-2 x_{2}^{2}\right) e^{-x_{2}^{2}}
\end{array}\right] .
$$

Thus, we find

$$
\begin{aligned}
& \lambda_{1}\left(J_{H}(.)\right)=1+\left(1-2 x_{1}^{2}\right) e^{-x_{1}^{2}}, \\
& \lambda_{2}\left(J_{H}(.)\right)=2+\left(1-2 x_{2}^{2}\right) e^{-x_{2}^{2}}, \\
& 1 \leq \lambda_{i}\left(J_{H}(.)\right) \leq 3, \alpha_{3}=1, \beta_{3}=3 .
\end{aligned}
$$

(v) Let $\mu=6.5$, where $\frac{1}{10}<\frac{1}{\mu}<\frac{1}{3}$.
(vi) Since $0 \leq r(t)=\frac{1}{80} \sin ^{2} \frac{t}{2} \leq \frac{1}{80}, \gamma=\frac{1}{80}$ and since $r^{\prime}(t)=\frac{1}{80} \sin \frac{t}{2} \cos \frac{t}{2} \leq \frac{1}{160}, \beta=\frac{1}{160}$.
Next,

$$
P(\cdot)=\left[\begin{array}{l}
p_{1}(\cdot) \\
p_{2}(\cdot)
\end{array}\right]=\left[\begin{array}{l}
\frac{2+2 t^{2}+x_{1} y_{1} z_{1}+x_{1}(t-r(t))+y_{1}^{2}(t-r(t))}{1+2 t^{2}+x_{1} y_{1} z_{1}+x_{1}(t-r(t))+y_{1}^{2}(t-r(t))} \\
\frac{2+2 t^{2}+x_{2} y_{2} z_{2}+x_{2}(t-r(t))+y_{2}^{2}(t-r(t))}{1+2 t^{2}+x_{2} y_{2} z_{2}+x_{2}(t-r(t))+y_{2}^{2}(t-r(t))}
\end{array}\right],
$$

Hence, we get

$$
|P(\cdot)|=\left[\begin{array}{c}
1+\frac{1}{1+2 t^{2}+\left|x_{1} y_{1} z_{1}\right|+\left|x_{1}(t-r(t))\right|+y_{1}^{2}(t-r(t))} \\
1+\frac{1}{1+2 t^{2}+\left|x_{2} y_{2} z_{2}\right|+\left|x_{2}(t-r(t))\right|+y_{2}^{2}(t-r(t))}
\end{array}\right],
$$

$$
\left|p_{1}(\cdot)\right| \leq 2,\left|p_{2}(\cdot)\right| \leq 2, \text { and } m=2
$$

Then, we obtain

$$
\begin{aligned}
& \mathscr{M}=\frac{6.5+1+7+10+100}{1-\frac{1}{160}} \simeq 125.2830, \\
& \frac{(\sqrt{n}-1) \alpha_{2}+2 \sqrt{n} \beta_{3} \delta_{c}}{2 \sqrt{n}\left(\beta_{2}+\beta_{3} \Delta_{c}\right)}=\frac{\sqrt{2}-1+3 \sqrt{2}}{2 \sqrt{2}(2+3)} \simeq 0.3293, \\
& \frac{2\left(\mu \alpha_{2}-\beta_{3} \Delta_{c}\right)+\alpha_{2}(\sqrt{n}-1)\left(\alpha_{1} \alpha_{2}-\beta_{3}+\alpha_{1}+2 \alpha_{1}^{2}\right)}{2 \sqrt{n}\left\{\left(\mu+\alpha_{1}^{2}\right)\left(\beta_{2}+\beta_{3}\right)+\beta_{3} \mathscr{M}\right\}} \\
& \quad+\frac{\left(1-\Delta_{c}\right)\left(\beta_{3}+2 \alpha_{1} \alpha_{3}\right)}{2 \sqrt{n}\left\{\left(\mu+\alpha_{1}^{2}\right)\left(\beta_{2}+\beta_{3}\right)+\beta_{3} \mathscr{M}\right\}}, \\
& =\frac{7+(\sqrt{2}-1) 7+(\sqrt{2}-1)(10+200)}{2 \sqrt{2}\{(6.5+100)(2+3)+3(125.283)\}} \simeq 0.0377, \\
& \frac{2\left(\alpha_{1}-\mu\right)+(\sqrt{n}-1) \alpha_{1} \alpha_{2}+\left(1-\Delta_{c}\right) \beta_{3}}{2 \sqrt{n}\left\{\left(\beta_{2}+\beta_{3} \Delta_{c}\right)\left(1+\alpha_{1}\right)+\beta_{2} \mathscr{M}\right\}} \\
& =\frac{7+10(\sqrt{2}-1)}{2 \sqrt{2}\{(2+3)(1+10)+2(125.283)\}} \simeq 0.0129,
\end{aligned}
$$

Thus, all the conditions of Theorem 4.2 are satisfied, provided that

$$
\gamma<\min \{0.3293,0.0377,0.0129\} \simeq 0.0129
$$

## 6 Conclusion

Using (LFs), we derived the sufficient conditions for the (US) of the zero solution, and the (UB) as well as (UUB) of all solutions of the third-order nonlinear non-autonomous vector (DDE) (1). We constructed two examples to illustrate our main results of (S) and (B).

## References

[1] T. A. Burton, Stability and Periodic Solutions of Ordinary and Functional Differential Equations, Academic Press, New York, NY, USA, (1985).
[2] R. Reissig, G. Sansone and R. Conti, Nonlinear Differential Equations of Higher-Order, Leyden, Noordhoff International Publishing, (1974).
[3] T. Yoshizawa, Stability Theory by Lyapunov's Second Method, The Mathematical Society of Japan, (1966).
[4] A. M. Lyapunov, Stability of Motion, Academic Press, New York, NY, USA, (1966).
[5] A. U. Afuwape and M. O. Omeike, Further ultimate boundedness of solutions of some system of third-order nonlinear ordinary differential equations, Acta Univ. Palaki. Olomuc. Fac. Rer. Nat. Math., 43, 7-20 (2004).
[6] A. U. Afuwape and M. O. Omeike, Convergence of solutions of certain third-order systems of nonlinear ordinary differential equations, J. Nigerian Math. Soc., 25, 1-12 (2007).
[7] A. L. Olutimo, Stability and ultimate boundedness of solutions of a certain third-order nonlinear vector differential equation, J. Nigerian Math. Soc., 31, 69-80 (2012).
[8] M. O. Omeike, Stability and boundedness of solutions of nonlinear vector differential equations of third-order, Archivum Mathematicum (BRNO), 50, 101-106 (2014).
[9] M. O. Omeike and A. U. Afuwape, New result on the ultimate boundedness of solutions of certain third-order vector differential equations, Acta Univ. Palack. Olomuc. Fac. Rerum Natur. Math., 49(1), 55-61 (2010).
[10] C. Tunç, A note on the bounded solutions to $x^{\prime \prime}+c\left(t, x, x^{\prime}\right)+$ $q(t) b(x)=f(t)$, Appl. Math. Inf. Sci., 8(1), 393-399 (2014).
[11] C. Tunç, On the stability and boundedness of solutions of nonlinear vector differential equations of third-order, Nonlinear Anal., 70 , 2232-2236 (2009).
[12] C. Tunç and M. Ates, Stability and boundedness results for solutions of certain third-order nonlinear vector differential equations, Nonlinear Dynam., 45(3), 273-281 (2006).
[13] C. Tunç and O. Tunç, A note on certain qualitative properties of a second-order linear differential system, Appl. Math. Inf. Sci., 9(2), 953-956 (2015).
[14] A. M. A. Abou-El-Ela, A. I. Sadek and A. M. Mahmoud, Stability and boundedness of solutions of certain third-order nonlinear delay differential equation, Int. J. Autom. Control Syst. Eng., 9(1), 9-15 (2009).
[15] A. T. Ademola and P. O. Arawomo, Uniform stability and boundedness of solutions of nonlinear delay differential equations of the third-order, Math. J. Okayama Univ., 55, 157-166 (2013).
[16] A. U. Afuwape and M. O. Omeike, Stability and boundedness of solutions of a kind of third-order delay differential equations, Comput. Appl. Math., 29(3), 329-342 (2010).
[17] J. R. Graef and C. Tunç, Global asymptotic stability and boundedness of certain multi-delay functional differential equations of third-order, Math. Methods Appl. Sci., 38, 37473752 (2015).
[18] B. S. Ogundare, On boundedness and stability of solutions of certain third-order delay differential equation, J. Nigerian Math. Soc., 31, 55-68 (2012).
[19] A. I. Sadek, Stability and boundedness of a kind of thirdorder delay differential system, Appl. Math. Lett., 16(5), 657662 (2003).
[20] A. I. Sadek, On the stability of solutions of some nonautonomous delay differential equations of the third-order, Asymptotic Analysis, 43, 1-7 (2005).
[21] P. Shekhar, V. Dharmaiah and G. Mahadevi, Stability and boundedness of solutions of delay differential equations of third-order, IOSR Journal of Mathematics, 5(6), 9-13 (2013).
[22] C. Tunç, Stability and boundedness of solutions of nonlinear differential equations of third-order with delay, Diff. Eqs. and Cont. Proce., 3, 1-13 (2007).
[23] C. Tunç, On the stability and boundedness of solutions to third order nonlinear differential equations with retarded argument, Nonlinear Dynam., 57(1-2), 97-106 (2009).
[24] Y. F. Zhu, On stability, boundedness and existence of periodic solution of a kind of third-order nonlinear delay differential system, Ann. of Diff. Eqs., 8(2), 249-259 (1992).
[25] C. Tunç and S. A. Mohammed, On the qualitative properties of differential equations of third-order with retarded argument, Proyecciones Journal of Mathematics, 33(3), 325-347 (2014).
[26] M. O. Omeike, Stability and boundedness of solutions of a certain system of third-order nonlinear delay differential equations, Acta Univ.Palack. Olomuc. Fac. Rerum Natur. Math., 54(1), 109-119 (2015).
[27] A. M. Mahmoud and C. Tunc, Stability and boundedness of solutions of a certain n-dimensional nonlinear delay differential system of third-order, Adv. Pure Appl. Math., 7(1), 1-11 (2016).
[28] C. Tunç, Stability and boundedness in differential systems of third-order with variable delay, Proyecciones Journal of Mathematics, 35(3), 317-338 (2016).
[29] C. Tunç, Stability and boundedness in delay system of differential equations of third-order, J. Assoc. Arab. Univ. Basic Appl. Sci., 22, 76-82 (2017).
[30] C. Tunç, On the qualitative behaviors of nonlinear functional differential systems of third-order, Advances in Nonlinear Analysis via the Concept of Measure of Noncompactness, Springer, Singapore, 421-439 (2017).


Ayman M. Mahmoud received the PhD degree in Pure Mathematics (Differential Equations) from Assiut University in 2012. His research interests are qualitative theory of ordinary, functional, delay and stochastic differential equations. At this moment, he is Lecturer in Mathematics Department, Faculty of Science, New Valley University.


Cemil Tunç born in YesilozKoyu, HorasanErzurum,Turkey. He received PhD degree in Applied Mathematics from Erciyes University, Kayseri-Turkey, in 1993. His research interests include fixed point theory, qualitative theory of ordinary and functional differential equations, impulsive differential equations, integral and integro-differential equations, partial differential equations. At this moment, he is Full Professor of Applied Mathematics at Van YuzuncuYil University, Van-Turkey.


[^0]:    * Corresponding author e-mail: cemtunc@yahoo.com

