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Abstract: In this article, two new dual Petrov-Galerkin algorithms for solving high odd-order boundary value problems (BVPs) are

presented and implemented. The philosophy of applying the Petrov-Galerkin method is built on choosing the trial and test functions

such that they satisfy the underlying boundary and dual boundary conditions, respectively. The presented approaches are based on

employing the shifted Chebyshev polynomials of third and fourth kinds, respectively, as basis functions. Several numerical experiments

are included to ascertain the validity and efficiency of the proposed algorithms. Moreover, comparisons with some other numerical

methods in the literature are given.
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1 Introduction

Spectral approximations seek to obtain numerical solutions of differential equations by utilizing expansions of orthogonal
functions. Spectral methods have the characteristic that various orthogonal systems of infinitely differentiable global
functions are chosen as trial functions. Of course, various choices of basis functions lead to various spectral numerical
solutions, see, [1,2,3,4].

Due to their high accuracy, spectral methods have been widely used and fruitfully applied to numerical simulations
in numerous fields. They are extensively used for solving various physical problems that appear in fluid and heat flow. It
is well-known that there are three main types of spectral methods, namely, Galerkin, tau and collocation methods. The
collocation method is often employed for treating nonlinear problems, see, [5,6,7]. Galerkin method is basically built
on choosing suitable combinations satisfying the underlying boundary conditions, see, [8,9,10,11,12]. Regarding the tau
method, it is utilized if the underlying boundary conditions are complicated, see for example, [13,14,15,16,17].

Chebyshev polynomials are crucial in analysis and its applications, and in particular in numerical analysis and
approximation theory. It is well-known that there are four kinds of Chebyshev polynomials which are considered as
special cases of Jacobi polynomials. Great interests were devoted to employing first and seconds kinds of Chebyshev
polynomials Ti(t) and Ui(t) in various numerical applications, see for example, [18,19,20,21], while some other interests
ware confined to utilizing third and fourth kinds Vi(t) and Wi(t), see for instance, [22].

Because of their significance in different applications, high even-order BVPs were extensively studied by several
researchers. Doha et al. in [23] and [24] employed Chebyshev polynomials of the third and fourth kinds (CPs3 and CPs4)
for treating multi-dimensional even-order BVPs. Furthermore, the investigation of odd-order BVPs is crucial in physical
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applications. For example, some draining or coating fluid flow problems can be described by third-order ordinary
differential equations, see, [25]. Again, the third-order differential equation involves an operator that arises in some
important partial differential equations such as the Kortweg-de Vries equation. Fifth-order BVPs appear in the
mathematical modeling of viscoelastic flows, see, [26]. Abd-Elhameed et al. [27] presented a numerical algorithm for
treating third and fifth-order BVPs. This algorithm was built on applying the Petrov-Galerkin method using two families
of generalized Jacobi polynomials.

The main purpose of the current article is to develop some efficient spectral algorithms based on the shifted Chebyshev
polynomials of the third and fourth kinds (SCPs3 and SCPs4) for the numerical treatment of special types of odd-order
BVPs.

The rest of the paper is as follows. Section 2 displays some fundamental properties and formulas concerned with
CPs3 and CPs4 and their shifted polynomials. In Sections 3 and 4, we present two numerical algorithms for treating high
odd-order BVPs based on Petrov-Galerkin methods in terms of SCPs3 and SCPs4, respectively. Section 5 presents some
numerical examples accompanied by comparisons with some other techniques in the literature aiming to demonstrate the
accuracy and applicability of the two proposed methods. We end the paper with some conclusions in Section 6.

2 Shifted Chebyshev polynomials of third and fourth kinds

The classical CPs3 and CPs4 are defined, respectively, by [28]:

Vi(t) =
cos(i+ 1

2
)ϑ
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(

ϑ
2

) =
22 i

(

2 i
i

) P
(− 1

2 ,
1
2 )

i (t), (1)
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2
)ϑ

sin
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ϑ
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where t = cosϑ and P
(α ,β )
i (t) is the classical Jacobi polynomial of degree i.

The orthogonality relations of CPs3 and CPs4 are given as

∫ 1

−1

√

1+ t

1− t
Vi(t)V j(t)dt =

∫ 1

−1

√

1− t

1+ t
Wi(t)Wj(t)dt =

{

π , i = j,

0, i 6= j.

Using (1) and (2), one can show that
Wi(t) = (−1)iVi(−t).

The polynomials Vi(t) and Wi(t) may be generated by using the recurrence relations:

Vi(t) = 2 t Vi−1(t)−Vi−2(t), V0(t) = 1, V1(t) = 2 t − 1, i ≥ 2,

Wi(t) = 2 t Wi−1(t)−Wi−2(t), W0(t) = 1, W (t) = 2 t + 1, i ≥ 2.

The following particular values are of interest:

Vi(1) = 1, Vi(−1) = (−1)i (2i+ 1), Wi(1) = (2i+ 1), Wi(−1) = (−1)i,

Dυ Vi(t) =

√
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where D ≡ d
dt

and υ ∈ N.

The SCPs3 and SCPs4 may be defined respectively on (a,b), by

Vi(t) =Vi

(

2 t − a− b

b− a

)

, Wi(t) =Wi
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.
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It is easy to transform all results and relations of CPs3 and CPs4 to give their counterparts of shifted polynomials.
The orthogonality relations of Vi(t) and Wi(t) are given by

∫ b

a

√

t − a

b− t
Vi(t)V j(t)dt =

∫ b

a

√

b− t

t − a
Wi(t)W j(t)dt =

{

(b− a)
π

2
, i = j,

0, i 6= j.
(3)

The following theorem and its corollary are needed hereafter.

Theorem 1. For υ ∈ N, the υth− derivative of the SCPs3 can be expressed in the form

DυVi(t) =
i−υ
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where
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(5)

Proof. For the proof of Theorem 1, see, [8].

Corollary 1. For υ ∈ N, the υth− derivative of the SCPs4 can be expressed in the form

DυWi(t) =
i−υ

∑
m=0

ξi,m,υ Wm(t), υ ≥ 1,

with

ξi,m,υ = (−1)i+m+υ ζi,m,υ , (6)

where ζi,m,υ are as given in (5).

3 Shifted Chebyshev third-kind Petrov-Galerkin method

In this section, we implement a numerical method namely, shifted Chebyshev third-kind Petrov-Galerkin method (SC3-
PGM) to treat numerically the high odd-order differential equation:

D2n+1y(t)+
2n

∑
m=0

µm Dmy(t) = g(t), t ∈ (a,b), n ≥ 1, (7)

subject to the homogeneous boundary conditions

y(r)(a) = y(r)(b) = y(n)(a) = 0, 0 ≤ r ≤ n− 1, (8)

with µm,0 ≤ m ≤ 2n, are real coefficients. We define the following spaces

ΩN =span{V0(t),V1(t),V2(t), . . . ,VN−2n−1(t)},
ΦN ={φ(t) ∈ ΩN : φ (r)(a) = φ (r)(b) = φ (n)(a) = 0, 0 ≤ r ≤ n− 1},
ΨN ={ψ(t) ∈ ΩN : ψ(r)(a) = ψ(r)(b) = ψ(n)(b) = 0, 0 ≤ r ≤ n− 1}.

The SC3-PGM is to find yn
N ∈ ΦN , such that

(

D2n+1 yn
N(t),ψ(t)

)

w
+

2n

∑
m=0

µm (Dm yn
N(t),ψ(t))w = (g(t),ψ(t))w, ∀ ψ(t) ∈ΨN , (9)

where (y(t),ψ(t))w =

b
∫

a

w(t)y(t)ψ(t)dt and w(t) =

√

t − a

b− t
.
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3.1 Selection of trial and test basis

Without loss of generality, we consider (a,b)≡ (−1,1). We are going to select suitable trial and test functions.

For this end, for 0 ≤ i ≤ N − 2n− 1, n ≥ 1, let

φi,n(t) =Vi(t)+
2n+1

∑
m=1

ρm,iVi+m(t), t ∈ (−1,1), (10)

ψi,n(t) =Vi(t)+
2n+1

∑
m=1

σm,iVi+m(t), t ∈ (−1,1), (11)

where the coefficients {ρm,i} and {σm,i} are chosen such that φi,n(t) ∈ Φi+2n+1 and ψi,n(t) ∈Ψi+2n+1, respectively.

The conditions φ
(r)
i,n (−1) = 0, 0 ≤ r ≤ n, lead to:

2n+1

∑
m=1

(−1)m(2i+ 2m+ 1)(i+m+ r)!

(i+m− r)!
ρm,i =− (2i+ 1)(i+ r)!

(i− r)!
, (12)

while, the conditions φ
(r)
i,n (1) = 0, 0 ≤ r ≤ n− 1, lead to:

2n+1

∑
m=1

(i+m+ r)!

(i+m− r)!
ρm,i =− (i+ r)!

(i− r)!
. (13)

Hence, Eqs. (12) and (13) constitute a system of (2n + 1) equations whose determinant differs from zero. The
coefficients {ρm,i} are given by

ρ2m,i =
(−1)m

(

n
m

)

(i+ n+ 1)!(i+m)!(2i+4m+2n+3)

i!(i+ n+m+ 1)!(2i+2n+3)
, 1 ≤ m ≤ n, 0 ≤ i ≤ N − 2n− 1,
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(−1)m

(

n
m

)
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i!(i+ n+m+ 1)!(2i+2n+3)
, 0 ≤ m ≤ n, 0 ≤ i ≤ N − 2n− 1.

Similarly, it can be verified that the coefficients {σm,i} take the form

σ2m,i =
(−1)m

(

n
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)
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(

n
m

)
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i!(i+ n+m+ 1)!
, 0 ≤ m ≤ n, 0 ≤ i ≤ N − 2n− 1.

Now, if we set

(

2 t − a− b

b− a

)

instead of t in (10) and (11), then, it is easy to see that the basis functions and their dual

basis given as

φi,n(t) = Vi(t)+
2n+1

∑
m=1

ρm,iVi+m(t),

and

ψi,n(t) = Vi(t)+
2n+1

∑
m=1

σm,iVi+m(t),

fulfill (8), i.e. φi,n(t) ∈ Φi+2n+1 and ψi,n(t) ∈Ψi+2n+1, respectively.

For subsequent computations, we write φi,n(t) and ψi,n(t) as

φi,n(t) =
2n+1

∑
m=0

ρm,iVi+m(t), (14)
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ψi,n(t) =
2n+1

∑
m=0

σm,iVi+m(t), (15)

where ρm,i are given by
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and σm,i are given by
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Note that the linear independence of the basis φi,n(t) and ψi,n(t) yields

ΦN = span{φi,n(t) : 0 ≤ i ≤ N − 2n− 1},

and

ΨN = span{ψi,n(t) : 0 ≤ i ≤ N − 2n− 1}.
Now, using (9), the Petrov-Galerkin approximation leads to the following equation

(

D2n+1yn
N(t),ψ j,n(t)

)

w
+

2n

∑
m=0

µm (Dmyn
N(t),ψ j,n(t))w

= (g(t),ψ j,n(t))w, ψ j,n(t) ∈ΨN . (18)

Let us denote

An =
(

an
i j

)

0≤i, j≤N−2n−1
, an

i j =
(

D2n+1φi,n(t),ψ j,n(t)
)

w
,

Bmn =
(

bmn
i j

)

0≤i, j≤N−2n−1
, bmn

i j = (Dmφi,n(t),ψ j,n(t))w
, 0 ≤ m ≤ 2n,

Gn =
(

gn
0,g

n
1, . . . ,g

n
N−2n−1

)T
, gn

j =
(

g(t),ψ j,n(t)
)

w
,

yn
N(t) =

N−2n−1

∑
i=0

cn
i φi,n(t), Cn =

(

cn
0,c

n
1, . . . ,c

n
N−2n−1

)T
.

Then (18) is equivalent to the following linear system

(

An +
2n

∑
m=0

µm Bmn

)

Cn = Gn, (19)

and the nonzero entries of An and Bmn (0 ≤ m ≤ 2n) are given as follows.

Theorem 2. Let φi,n(t) and ψi,n(t) be as selected in (14) and (15), respectively. In addition, let

an
i j =

(

D2n+1φi,n(t),ψ j,n(t)
)

w
and bmn

i j = (Dmφi,n(t),ψ j,n(t))w
, 0 ≤ m ≤ 2n, then

ΦN = span{φ0,n(t),φ1,n(t), · · · ,φN−2n−1,n(t)},
ΨN = span{ψ0,n(t),ψ1,n(t), · · · ,ψN−2n−1,n(t)},
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and the nonzero elements of the matrices An and Bmn (0 ≤ m ≤ 2n) are given explicitly by:

an
ii =

(−1)n 24n+1π((i+ 1)n)
2(i+ n+ 1)(2i+ 2n+1)

(b− a)2n(2i+ 2n+ 3)
, (20)

an
i j =

(

2

b− a

)2n

π
2n+1

∑
k=0

2n+1

∑
ℓ=0

ρk,i σℓ, j ζi+k, j+ℓ,2n+1, j = i+ s, s ≥ 1, (21)

bmn
i j =

(

2

b− a

)m−1

π
2n+1

∑
k=0

2n+1

∑
ℓ=0

ρk,i σℓ, j ζi+k, j+ℓ,m, j = i+ s,−2n− 1≤ s ≤ 4n+ 1, (22)

where ζi,k,m, ρk,i and σk,i are defined as in (5), (16) and (17), respectively.

Proof. Each member of the two families {φi,n(t)}i≥0 and {ψi,n(t)}i≥0 satisfies the homogeneous boundary conditions (8)

and their dual conditions, that is φi,n(t) ∈ ΦN and ψi,n(t) ∈ΨN for 0 ≤ i ≤ N −2n−1. Moreover, {φi,n(t)}0≤i≤N−2n−1 and
{ψi,n(t)}0≤i≤N−2n−1 are linearly independent. Both of them is of dimension (N − 2n). Hence

ΦN = span{φ0,n(t),φ1,n(t), . . . ,φN−2n−1,n(t)},
and

ΨN = span{ψ0,n(t),ψ1,n(t), . . . ,ψN−2n−1,n(t)}.
To prove (20) and (21), we make use of relation (4) to get

D2n+1Vi(t) =

(

2

b− a

)2n+1 i−2n−1

∑
k=0

ζi,k,2n+1Vk(t), i ≥ 2n+ 1, (23)

where ζi,k,2n+1 is defined as in (5).

Replacing i by i+k in (23) and using the orthogonality relation (3), it can be shown that, for i+k ≥ j+ ℓ+2n+1, we
have

(

D2n+1Vi+k(t),V j+ℓ(t)
)

w
=

(

2

b− a

)2n

π ζi+k, j+ℓ,2n+1. (24)

Due to (14), (15) and (24), an
i j takes the form

an
i j =

(

2

b− a

)2n

π
2n+1

∑
k=0

2n+1

∑
ℓ=0

ρk,i σℓ, j ζi+k, j+ℓ,2n+1,

which proves (21).

If we set i = j in (21) and make use of formulae (5), (16) and (17), then we get

an
ii =

(−1)n 24n+1π((i+ 1)n)
2(i+ n+ 1)(2i+ 2n+1)

(b− a)2n(2i+ 2n+ 3)
,

which proves (20).

Finally to prove (22), for 0 ≤ m ≤ 2n, we have

bmn
i j = (Dmφi,n(t),ψ j,n(t))w

=
2n+1

∑
k=0

2n+1

∑
ℓ=0

ρk,i σℓ, j

(

DmVi+k(t),V j+ℓ(t)
)

w
,

and with the aid of the orthogonality relation (3), bmn
i j can be computed to give formula (22).

Based on Theorem 2, if µm = 0, 0 ≤ m ≤ 2n, a nonsingular upper triangular linear system is obtained. The following
corollary exhibits this result.

Corollary 2. For the cases µm = 0, the system (19) reduces to An Cn = Gn, where An is an upper triangular matrix with

the following solution

cn
i =

(

gn
i −

N−2n−1

∑
j=i+1

an
i j cn

j

)

/

an
ii, 0 ≤ i ≤ N − 2n− 1,

where an
ii and an

i j are given by (20) and (21), respectively.
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3.2 Nonhomogeneous boundary conditions

In this section, we consider the odd-order differential equations (7) subject to the nonhomogeneous boundary conditions

y(r)(a) = αr, y(r)(b) = βr, y(n)(a) = γ, 0 ≤ r ≤ n− 1. (25)

With the aid of the following transformation:

Y (t) = y(t)+
2n

∑
s=0

ηs

(

2t − a− b

b− a

)s

,

where ηs are uniquely determined such that Y (t) satisfies the homogeneous boundary conditions

Y (r)(a) = Y (r)(b) = Y (n)(a) = 0, 0 ≤ r ≤ n− 1, (26)

problem (7) governed by (25) is equivalent to the following modified problem:

D2n+1Y (t)+
2n

∑
m=0

µmDmY (t) = g∗(t), t ∈ (a,b), n ≥ 1,

governed by (26), where

g∗(t) = g(t)+
2n

∑
s=0

δs ts,

and δs are some constants to be determined in terms of ηs.

Now, after the application of SC3-PGM, a linear system similar to that given in (19) can be obtained.

4 Shifted Chebyshev fourth-kind Petrov-Galerkin method

In this section, we focus on solving the high odd-order differential equation (7)-(8) using the shifted Chebyshev
fourth-kind Petrov-Galerkin method (SC4-PGM).

If we set

℧N = span{W0(t),W1(t),W2(t), . . . ,WN−2n−1(t)},

ΦN = {φ(t) ∈ ℧N : φ(r)(a) = φ(r)(b) = φ(n)(a) = 0, 0 ≤ r ≤ n− 1},

ΨN = {ψ(t) ∈℧N : ψ(r)(a) =ψ(r)(b) =ψ(n)(b) = 0, 0 ≤ r ≤ n− 1},
then, the SC4-PGM for solving (7)-(8) is to find yn

N ∈ΦN such that

(

D2n+1 yn
N(t),ψ(t)

)

ϖ
+

2n

∑
m=0

µm (Dm yn
N(t),ψ(t))ϖ = (g(t),ψ(t))ϖ , ∀ ψ(t) ∈ ΨN ,

where ϖ(t) =

√

b− t

t − a
.

We choose the basis functions in terms of SCPs4 to be as follows:

φi,n(t) =
2n+1

∑
m=0

pm,iWi+m(t), (27)

ψi,n(t) =
2n+1

∑
m=0

qm,iWi+m(t), (28)
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with

pm,i =

{

σm,i, m even,

−σm,i, m odd,
(29)

qm,i =

{

ρm,i, m even,

−ρm,i, m odd,
(30)

and the coefficients ρm,i and σm,i are given as in (16) and (17), respectively.

Now, we are ready to state the main theorem of the current section.

Theorem 3. If we take the basis functions and their dual basis φi,n(t) and ψi,n(t) as given in (27) and (28), respectively,

and if we assume yn
N(t) = ∑N−2n−1

i=0 c
n
i φi,n(t) is the Petrov-Galerkin approximation to (7)-(8), then the expansion

coefficients {cn
i , 0 ≤ i ≤ N − 2n− 1} satisfy the matrix system:

(

An +
2n

∑
m=0

µmBmn

)

Cn = Gn, (31)

where the nonzero elements of the matrices An and Bmn (0 ≤ m ≤ 2n) are given as follows:

a
n
ii =

(−1)n 24n+1 π ((i+ 1)n)
2(i+ n+ 1)

(b− a)2n
, (32)

a
n
i j =

(

2

b− a

)2n

π
2n+1

∑
k=0

2n+1

∑
ℓ=0

pk,i qℓ, j ξi+k, j+ℓ,2n+1, j = i+ s, s ≥ 1, (33)

b
mn
i j =

(

2

b− a

)m−1

π
2n+1

∑
k=0

2n+1

∑
ℓ=0

pk,i qℓ, j ξi+k, j+ℓ,m, j = i+ s,−2n− 1≤ s ≤ 4n+ 1, (34)

where ξi,k,m,pk,i and qk,i are defined as in (6), (29) and (30), respectively.

Proof. Each of the two families individual {φi,n(t)}i≥0
and {ψi,n(t)}i≥0

satisfies the homogeneous boundary conditions

(8) and their dual conditions, that is φi,n(t) ∈ΦN andψi,n(t) ∈ΨN for 0 ≤ i ≤N−2n−1. Moreover, {φi,n(t)}0≤i≤N−2n−1

and {ψi,n(t)}0≤i≤N−2n−1 are linearly independent. Both of them is of dimension (N − 2n). Hence

ΦN = span{φ0,n(t),φ1,n(t), . . . ,φN−2n−1,n(t)},

and

ΨN = span{ψ0,n(t),ψ1,n(t), . . . ,ψN−2n−1,n(t)}.

Now, Applying the same technique introduced in Theorem 2, we can get the elements (32)-(34).

The following corollary treats the case in which µm = 0, 0 ≤ m ≤ 2n.

Corollary 3. If µm = 0, 0 ≤ m ≤ 2n, then the system (31) reduces to AnCn = Gn, where An is an upper triangular matrix

and its solution is given explicitly as

c
n
i =

(

gn
i −

N−2n−1

∑
j=i+1

a
n
i j c

n
j

)

/

a
n
ii, 0 ≤ i ≤ N − 2n− 1,

where a
n
ii and a

n
i j are given by (32) and (33), respectively.

5 Numerical results

In this section, some numerical results are presented aiming to exhibit the efficiency and applicability of the proposed
algorithms in Sections 3 and 4.
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Example 1. Consider the following singulary perturbed linear third-order BVP [29]:

−εy(3)(t)+ y(t) = g(t), 0 ≤ t ≤ 1,

subject to

y(0) = 0, y(1) = 0, y(1)(0) = 0,

where g(t) is taken to be compatible with the exact solution: y(t) = 6ε t3 (1− t)5.
Akram [29] introduced this problem and applied the quartic spline method (QSM) for its numerical solution. In

Table 1, we list the L∞-error using the SC3-PGM and SC4-PGM with N = 6,8,10 and ε = 1
16
, 1

32
, 1

64
. In addition, Table 2

displays a comparison between the best absolute errors resulted using the application of SC3-PGM and SC4-PGM, in case
of N = 10, with those obtained using QSM [29]. This table demonstrates the accuracy of our algorithms comparable with
the method developed in [29]. Furthermore, Figure 1 displays the maximum various absolute errors if our two algorithms
SC3-PGM and SC4-PGM are applied for N = 8 and various values of ε = 1

32
, 1

64
, 1

128
, 1

256
, 1

512
, 1

1024
.

Table 1: L∞-error for N = 6,8,10 for Example 1.

N ε SC3-PGM SC4-PGM

1/16 4.0 ·10−4 5.8 ·10−4

6 1/32 1.7 ·10−4 2.9 ·10−4

1/64 7.0 ·10−5 1.4 ·10−4

1/16 1.3 ·10−15 8.3 ·10−16

8 1/32 4.9 ·10−16 5.0 ·10−16

1/64 2.9 ·10−16 2.2 ·10−16

1/16 1.3 ·10−15 8.1 ·10−16

10 1/32 3.3 ·10−16 4.9 ·10−16

1/64 1.9 ·10−16 2.0 ·10−16

Table 2: Comparison of our methods and the QSM [29] for Example 1.

ε QSM [29] SC3-PGM SC4-PGM

1/16 6.4 ·10−6 1.3 ·10−15 8.1 ·10−16

1/32 2.1 ·10−6 3.3 ·10−16 4.9 ·10−16

1/64 4.6 ·10−7 1.9 ·10−16 2.0 ·10−16

Example 2. Consider the following BVP [30,31]:

y(3)(t)+ y(t) = (t − 4) sin(t)+ (1− t) cos(t), 0 ≤ t ≤ 1,

subject to

y(0) = 0, y(1)(0) =−1, y(1) = 0,

with the analytical solution: y(t) = (t − 1) sin(t).
For solving the above problem, Khan and Sultana [31] used the second, fourth and sixth order parametric quintic

spline methods (PQSMs), while Abd El-Salam et al. [30] applied a nonpolynomial spline technique (NST). In Table 3,
we list the L∞-error using the SC3-PGM and SC4-PGM with N = 6,8,10,12,14,16,18. Moreover, Table 4 exhibits a
comparison between the best absolute errors if SC3-PGM and SC4-PGM are applied with those obtained using the NST
[30] and second, fourth and sixth order PQSM [31]. Figure 2 illustrates L2 and L∞ errors if our two algorithms are applies
for N = 6,8,10,12,14,16,18.

Example 3. Consider the following fifth-order BVP [32,33,34,35,36,37]:

y(5)(t) = y(t)− 15et − 10 t et , 0 ≤ t ≤ 1,
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Fig. 1: L∞ −error of our algorithms for N = 8 and various values of ε for Example 1.

Table 3: L∞-error for various values of N for Example 2.

N SC3-PGM SC4-PGM

6 6.0 ·10−7 5.7 ·10−7

8 8.6 ·10−10 6.7 ·10−10

10 7.3 ·10−13 4.8 ·10−13

12 4.5 ·10−16 3.3 ·10−16

14 8.4 ·10−17 4.6 ·10−17

16 8.3 ·10−17 4.2 ·10−17

18 3.7 ·10−17 4.0 ·10−17

Table 4: Comparison between our methods with those obtained in [30] and [31] for Example 2.

NST Second-order Fourth-order Sixth-order SC3-PGM SC4-PGM

[30] [31] [31] [31]

6.30 ·10−11 2.00 ·10−4 9.48 ·10−12 7.15 ·10−14 3.7 ·10−17 4.0 ·10−17

subject to

y(0) = 0, y(1)(0) = 1, y(2)(0) = 0, y(1) = 0, y(1)(1) =−e,

with the exact solution: y(t) = t(1− t)et .
This problem is introduced in many articles, see, [32,33,34,35,36,37]. In Table 5, the L∞-error using SC3-PGM and

SC4-PGM are listed for N = 8,10,12,14,16,18. Moreover, Table 6 illustrates a comparison between the best absolute
errors if SC3-PGM and SC4-PGM are applied with N = 18, with the following methods:

–Homotopy perturbation method (HPM) [32].
–Iteration method (IM) [32].
–Sextic spline method (SPM) [33].
–B-spline method in [34].
–Residual correction method (RCM) [36].
–Variational iteration method (VIM) [37].

Table 6 demonstrates the high accuracy of our methods compared with the above methods. In addition, Figure 3
displays the errors in L2 and L∞ if our two algorithms are applied for N = 4,6,8,10,12,14.
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Fig. 2: (L2 −error) and (L∞ −error) for our algorithms for various values of N for Example 2.

Table 5: L∞-error for various values of N for Example 3.

N SC3-PGM SC4-PGM

8 1.0 ·10−7 5.7 ·10−8

10 1.3 ·10−10 5.6 ·10−11

12 1.0 ·10−13 3.7 ·10−14

14 1.1 ·10−16 1.0 ·10−16

16 9.5 ·10−17 9.6 ·10−17

18 8.4 ·10−17 8.7 ·10−17

Example 4. Consider the linear ninth-order BVP [38]:

y(ix)(t) =−9et + y(t), 0 < t < 1, (35)

subject to the boundary conditions

y(r)(0) = 1− r, 0 ≤ r ≤ 4,

y(r)(1) =−r e, 0 ≤ r ≤ 3,
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Table 6: Comparison between our methods with those obtained in [34,32,33,36,37] for Example 3.

t B-Spline HPM IM SPM RCM VIM SC3-PGM SC4-PGM

[34] [32] [32] [33] [36] [37]

0.1 8 ·10−3 3 ·10−11 2 ·10−5 1 ·10−13 1 ·10−8 4 ·10−7 1 ·10−16 1 ·10−16

0.2 1 ·10−3 2 ·10−10 1 ·10−4 1 ·10−13 6 ·10−8 3 ·10−6 1 ·10−16 1 ·10−16

0.3 5 ·10−3 4 ·10−10 2 ·10−4 3 ·10−14 2 ·10−7 9 ·10−6 0 0

0.4 3 ·10−3 8 ·10−10 4 ·10−4 1 ·10−13 3 ·10−7 2 ·10−5 0 0

0.5 8 ·10−3 1 ·10−9 4 ·10−4 3 ·10−13 4 ·10−7 2 ·10−5 6 ·10−17 6 ·10−17

0.6 6 ·10−3 2 ·10−9 4 ·10−4 5 ·10−13 4 ·10−7 3 ·10−5 6 ·10−17 0

0.7 5 ·10−3 2 ·10−9 2 ·10−4 6 ·10−13 4 ·10−7 3 ·10−5 0 1 ·10−16

0.8 9 ·10−3 2 ·10−9 1 ·10−4 6 ·10−13 3 ·10−7 2 ·10−5 1 ·10−16 1 ·10−16

0.9 9 ·10−3 1 ·10−9 9 ·10−5 4 ·10−13 1 ·10−7 7 ·10−6 1 ·10−16 6 ·10−17
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Fig. 3: (L2 −error) and (L∞ −error) for our algorithms for various values of N for Example 3.

with the exact solution: y(t) = (1− t)et .

Wazwaz [38] used the modified decomposition method (MDM) for obtaining the approximate solution to (35).

Table 7 lists the maximum absolute error using our two methods SC3-PGM and SC4-PGM, for N = 10,12,14,16.
Moreover, Table 8 displays a comparison between the best absolute errors resulted if SC3-PGM and SC4-PGM are applied
with N = 16, with those obtained using the MDM [38]. Furthermore, Figure 4 displays the log10 error in L2 if our two
algorithms are applied for N = 6,8,10,12,14.

Table 7: L∞-error for various values of N for Example 4.

N SC3-PGM SC4-PGM

10 9.5 ·10−11 8.2 ·10−11

12 8.0 ·10−14 4.1 ·10−14

14 1.2 ·10−16 1.2 ·10−16

16 1.1 ·10−16 1.1 ·10−16
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Table 8: Comparison between our methods with the MDM for Example 4.

t Modified SC3-PGM SC4-PGM

Decomp. [38]

0.0 0.0 0.0 0.0
0.1 2.0 ·10−10 2.2 ·10−16 2.2 ·10−16

0.2 2.0 ·10−10 1.1 ·10−16 1.1 ·10−16

0.3 2.0 ·10−10 1.1 ·10−16 1.1 ·10−16

0.4 2.0 ·10−10 1.1 ·10−16 0.0
0.5 2.0 ·10−10 1.1 ·10−16 0.0

0.6 6.0 ·10−10 1.1 ·10−16 1.1 ·10−16

0.7 1.0 ·10−9 0.0 1.1 ·10−16

0.8 2.0 ·10−9 1.1 ·10−16 1.1 ·10−16

0.9 3.4 ·10−9 1.1 ·10−16 0.0

1.0 0.0 2.2 ·10−16 2.2 ·10−16
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Fig. 4: log10(L2 −error) and log10(L∞ −error) for our algorithms for various values of N for Example 4.

6 Conclusion

Two efficient direct solvers for (2n+ 1)th-order boundary value problems are presented. Shifted Chebyshev polynomials
of third and fourth kinds are employed as basis functions and the Petrov-Galerkin method is applied to transform the
odd-order problems governed by their boundary conditions into linear algebraic systems that can be efficiently solved. It
was found that for specific kinds of odd-order boundary value problems, the resulting systems are upper triangular and
this greatly simplifies the numerical computations required for obtaining the numerical solutions corresponding to such
cases. We tested the accuracy of the presented algorithm by means of four examples and we compared the results with
those given using some other approaches. It was shown that, high accuracy results may be obtained using a low number
of Chebyshev basis, the numerical errors decay rapidly as the number of the basis functions increases and that the new
approach is more accurate than the quartic spline, parametric quintic spline, nonpolynomial spline technique, B-spline,
homotopy perturbation, variational iteration, residual correction and modified decomposition methods.
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