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Abstract: This paper describes how to use machine learning for improving teaching methods through collected sentiments from

students. In fact, students sentiment analysis is a promising research area that is used to improve education by monitoring students

performance and enabling students and lecturers to address teaching and learning issues in the most beneficial way. In our research,

we aim to propose a machine-learning system for improving teaching methods through sentiment analysis, utilizing comments of

students in reviews websites. The proposed system aims to automatically classify and analyze the students positive or negative feelings

towards the current teaching process. Several techniques and procedures commonly used in natural language processing for the features

processing task are used in designing and developing the proposed student sentiment analysis system. A total of 4000 comments

of students were collected from RateMyProfessors.com website and used in the experiments of the current study. We have applied

three supervised machine-learning techniques on these comments: Multinomial Naive Bayes (MNB), MaximumEntropy(MaxEnt), and

Support Vector Machines (SVMs). The performance of the mentioned classifiers is evaluated using accuracy, precision, recall, and

F1-score evaluation metrics.

Keywords: Natural Language Processing, Machine Learning Algorithm, Multinomial Naive Bayes, Logistic Regression, Support

Vector Machines.

1 Introduction

Social media has tremendously changed the attitudes of
most people. In fact, people were previously reluctant
about expressing their opinions even when it is
mandatory. However, thanks to the advent of smartphones
and social media applications, the behavior of people has
evolved and most of them are keen on expressing their
opinions. These latter represent a rich source for the
stakeholders and decision makers who have a deep
interest in analyzing and evaluating the opinions or
reviews. By nature, opinions are in unstructured form,
they require Natural Language Processing (NLP) and
machine learning algorithms in order to extract
information and polarity from them [1]. In order to detect
the attitudes and specify the polarity of these opinions,
sentiment analysis can be used to achieve this purpose.

By applying sentiment analysis, sentiments can be
detected at different levels, which could be at the
document level, sentence level or aspect level [2].
Analysis of the document level and sentence level is close
to subjectivity classification (whether it contains factual
or subjective sentences) whereas analysis of aspect level
focuses on the opinion itself.

To carry out these types of analysis, numerous
approaches and algorithms are available which can be
categorized into; Machine learning approach where
classification based on labeled data, Lexicon-based
approach and Hybrid approach. Each of these approaches
has subcategories as presented in [3] and [4].

The current research aims to propose a machine
learning system for improving teaching methods through
sentiment analysis utilizing comments of students in
reviews websites. It is also interesting in the document
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level of sentiments, whereas the concerned polarities are
positive and negative.

In order to achieve these objectives, three experiments
are carried out for several feature representation
techniques, namely: Uni-gram feature representation,
Bi-gram, and the combination of both of them.

This paper is organized as follows: Section 2
considers the related work; Section 3 presents the
research methodology, while research results and
discussions are discussed in section 4. Finally, Section 5
concludes the present research paper.

2 Related work

Natural Language Processing (NLP) is defined as a
sub-field of Artificial Intelligence and computational
linguistic and a significant component of text mining that
enables the machine to understand the language of people
[5]. Sentiment Analysis (SA), which is a field of NLP, is
dedicated to studying the mechanism of utilizing
machines for processing texts using language-processing
algorithms [5]. It is also defined as a technique used in
large data sources to specify opinions, feelings, appraisals
toward objects and their attributes, services or product,
whether this opinion was favorable or not [6]. Machine
Learning (ML) is defined as a field of developing two
types of algorithms: supervised and unsupervised for the
purpose of clustering, classifying or predicting [7].
Supervised Machine Learning set of covariates (x) or
features to predict the output (y), where there are
observations with both x and y (training data), and the
goal is to predict the (y) value in (test data) based on a
given value of x [7].

The authors Esparza, et al. in 2016, deeply analysed
the sentiment analysis steps. A proposed model for
evaluating teacher performance presented in their study,
on a dataset collected via twitter from a leading group of
students from UPA institute of higher education [8].
Students comments are collected, cleaned and processed
using suitable selection methods like Term
Frequency-Inverse Document Frequency (TF-IDF).
Support Vector Machines (SVM) is used on the dataset.
In order to evaluate the classifier (SVM) performance, the
authors used a certain mathematical Efficiency equation.
One of the problems faced by the authors is in the corpus
or datasets terms, terms were very general and were not
focused on education. To overcome this problem, they
added distinctive terms (features) to support the
classification process.

A new model for measuring students sentiments
towards e-learning materials has been proposed by
Mandal, et al, in 2017 [9]. The collected dataset, which is
fed into the processing and classifying engine, from a
combination of polarity score and SVM have resulted in
an accuracy of 85%. Moreover, the same dataset is fed
into another classifier (Naive Bayes, MaxEntropy and

intellimote) achieving good results based on four
parameters like accuracy, recall, precision and time [9].

The researchers Rajput, et al, in 2016 carried out a
study to analyze students textual feedback towards course
delivery and instructor knowledge [10]. This feedback
was collected as a step of course evaluation, in an
automatic way and in order to develop qualitative and
quantitative metrics, because such feedback was collected
from a questionnaire containing open-ended questions
and closed questions. The represented analysis for
classifying the polarity of students’ feedbacks to negative,
positive or neutral, is done by generating sentiment score,
word cloud for visualizing, and filters that are based on
frequency. In order to classify the polarity of students
feedback, the authors followed a procedure, which
consists of the following steps: pre-processing stage,
sentiment dictionary, polarity tagging, word frequency,
word attitude, overall attitude, word cloud visualization,
and sentiment score. The sentiment analysis is achieved
by using Knime software, which is used to compute the
sentiment score in order to classify the feedback polarity.

3 Research Methodology

Our research methodology for improving teaching
methods through sentiment analysis using machine
learning has a number of steps, which are described in the
following sub-sections.

3.1 Collecting Data

Our dataset consists of 4000 comments extracted from the
website Ratemyprofessors.com. The collected comments
were distributed equally into two categories: positive and
negative i.e. each category includes 2000 comments. The
comments were saved into a .csv file and are manually
labeled as positive or negative.

3.2 Pre-Processing Steps

The collected text comments have been processed
according to the most common sub-processes: converting
text to lowercase, stop word removal and tokenization, as
illustrated in figure 1.

According to [11] the following steps clarify the main
procedure proposed in the current research to pre-process
the collected data: Step 1: Converting the letters in a text
to lowercase, as an example letters ’A’ will be converted
to ’a’.
Step 2: Remove all the (stop words) which are the words
that are not useful in sentiment analysis systems e.g.
pronouns, prepositions, etc. The list of stop words used
consists of (an, another, by, a, so, up, you, at, those, etc).
Step 3: Remove digits and punctuation marks for each
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Fig. 1: Pre-processing steps

text in the dataset as example Remove (’ * ’. ’ : ’ , ’ ?, ’ \ ’
etc).
Step 4: Split the text into tokens consisting of only words.

For example, if we have the following comment: ”He
is one of the best professors I have ever had, his lectures
are fun”. Then after performing the conversion of text to
lowercase, removal of stop words and tokenization, the
comment is as following

[′best ′,′ pro f essors′,′ lectures′,′ f un′]

Step 5: The content of textual comments has been
converted to feature terms which are composed of word
strings that represent a suitable form for learning and
categorization to be processed by the computer. These
word strings that perform well in classification are
extracted as feature terms in several previous studies. For
this task unigram and bigram (Word-level) have been
used as data representation methods in this study. They
are effective as a language-independent method because
they do not depend on the meaning of the language and
work well in case of noisy text. In this research, a set of N
extracted feature terms are expressed as follows:

T = {tn|n = 1,2,?.,N}. (1)

N: total number of all features terms.

For unigram Word-level, when a word is used as a
feature term. That is, each feature term tn corresponds to
every single word. On the other hand, using the Bigram
Word-level, each feature term tn corresponds to every two
contiguous words.

Step 6: In this step, each feature is weighted by using
Term Frequency-Inverse Document Frequency (TF-IDF)
that reflects the importance of a word or feature to a
document in a corpus or collection.

For more clarity, the idea is shown in the following
example. Suppose that there are two types of documents
(training and testing) as follows:

Training documents:
d1: the bag is heavy.
d2: the book is thick.
Test documents:
d3: the book in the bag is heavy.
d4: I can read the large book, the heavy book. The index
vocabulary or the dictionary of the training documents d1
and d2 as following:

E(t)



















1, if t is ”thick”

2, if t is ”book”

3, if t is ”heavy”

4, if t is ”bag”

(2)

Since we have the dictionary of the training set, the test
data could be converted to a vector space, by representing
each term with index in the previous dictionary, i.e. the
fourth term of the vector represents the word ’bag’, where
the first term of the vector represents the word ’thick’ and
so on.

To represent these terms of vector space that is
indicated in E(t) using Term Frequency (TF), it is nothing
more than calculating the number of occurrences of each
term in a test documents d3 and d4 using the formula of
counting function:

t f (t,d) = ∑
x∈d

f r(x, t) (3)

where t denotes the term, d for a document, f r(x, t) is a
function defined as:

f r(x, t)

{

1, if x = t

0, otherwise
(4)

which returns the number of term t occurrence in the
d, for example, the t f (book,d4) = 2 and
t f (heavy,d3) = 1. Since the vector notation of any
document could be represented as:

v→dn
= (t f (t1,dn), t f (t2,dn), t f (t3,dn), ...t f (tn,dn)) (5)

Then the vector representation of d3 and d4 can be as
follows:

v→d3
= (t f (t1,d3), t f (t2,d3), t f (t3,d3), ...t f (tn,d3)) (6)

v→d4
= (t f (t1,d4), t f (t2,d4), t f (t3,d4), ...t f (tn,d4)) (7)

This results in the following vectors:

v→d3
= {0,1,1,1} (8)
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v→d4
= {0,2,1,0} (9)

Since there is more than one document when they can
be represented as a matrix in a form of |D|×F , where D

is the total number of documents and F is the number of
features that are represented in vocabulary index as shown
in the following equation:

M(|D|×F) =

[

0 1 1 1
0 2 1 0

]

(10)

As explained in [12,13], TF has a disadvantage in
rising up the term that occurs frequently and vice versa.
To overcome this point, TF-IDF is used to represent the
term importance in a collection of documents as follows:

id f (t) = log((|D|)/(1+ |d : t ∈ d|)) (11)

Where |d : t ∈ d| is the number of documents that
contain the term t, ending up with t f − id f equation as:

T f − id f (t) = t f (t,d)× id f (t) (12)

After the preprocessing stage, the preprocessed data is
divided in a random way into 10 subsets or folds with
equal sizes using k-fold cross-validation procedure. Each
time 10-1 subsets are put together as training set while
one subset is used for testing, in order to evaluate the
classifier performance later. A dictionary or index
vocabulary for the training data and sparse matrix for test
data are created.

The dictionary of training data enables the Term
Frequency (TF) method to calculate the number of
occurrences of each feature by representing it as vector
space. Since TF scales down the rare features and scales
up the redundant feature, another method like TF-IDF is
used which reflects the importance of features in a whole
collection of instances. TfidfVectorizer object in Python is
used to calculate the TF-IDF. TfidfVectorizer contains
analyzer, stop words and token pattern parameters which
are responsible for achieving all these sub-processes, in
addition to creating the dictionary and sparse matrix and
representing the features in (N-gram) format using
n-gram range parameter according to the desired one,
weather it is a unigram, bigram, etc. In our research, the
experiments have been performed three times using
different n-gram (word-level) in order to compare the
three classifiers performances in each experiment. In the
first experiment, unigram (word-level) has been
implemented followed by bigram (word-level) in the
second experiment, while a combination of both unigram
and bigram implemented in the third experiment. After
finishing text preprocessing the cleaned data is fed to the
three classification algorithms which are described in
section 3.4.

The aim of these previous processes is to reduce the
dimensionality of the dataset and to transform the
comments from the plain text to a format which is
suitable to the representation process and the other
training and classification tasks.

3.3 Feature Extraction

In order to provide a short training time model with a
reduction in dimensionality, the feature extraction stage is
considered as a very critical one where a selection of
distinctive attributes, features or variables are selected to
build the model [8].

There are some methods of extracting features such as
Linear Discriminant Analysis (LDA) and Latent Semantic
Analysis (LSA)[14,15,16,17,18].In addition to
countvectorizer which counts the number of feature
occurrences in a document, while TF-IDF reflects the
feature importance in the corpus (collected comments)
using the following equation to calculate the value of each
term [8].

wd = fw,d ∗ log(|D| fW,D) (13)

where D represents the collection of comments, w
represents the term, d represents the individual comments
owned by D, where |D| denotes the corpus or dataset size,
fw,d denotes the number of occurrences of w in d, while
the number in which w occurs in D is represented by
fW,D.

The t f − id f was calculated using TfidfVectorizer
object in Python. TfidfVectorizer contains analyzer, stop
words and token pattern parameters which are responsible
for achieving all these sub-processes, in addition to
creating the dictionary and sparse matrix and representing
the features in (N-gram) format using n-gram range
parameter according to the desired one, whether it is
unigram, bigram, etc.

3.4 Training and Testing the Classification

Methods

The classification process is based on supervised machine
learning, as illustrated in figure 2, will be accomplished
using three classifiers based on labeled and weighted
features. The labeled features is converted to vectors
using encoding which in turns calculates the features
weight. In order to train and test the classifiers, the data is
divided in a random way into 10 subsets or folds with
equal size using k-fold cross-validation procedure. Each
time 10-1 subsets are put together as training set while 1
subset is used for testing. This process can be done by
importing cross-val-predict from sklearn.model-selection
library involved in python. The classifiers used in the
current research are:

1. Multinomial Naive Bayes (MNB) [19] where the
document that is given to the (MNB) classifier is
considered as words collection, that has class c with the
probability p(w|c) which observes a given word w in the
corresponding class.

2. Maximum Entropy (MaxEnt) [20] where the feature
conditional independence is not assumed.
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3. Support Vector Machines (SVMs) [18] to
determine a separator line with the best margin between
different classes in search place.

Fig. 2: Supervised machine learning phases

In supervised machine learning two stages are
involved, training stage and testing stage, according to
[11] in the training stage, data that are labeled under
predefined categories are initially pre-processed in order
to eliminate noisy and non-useful features. Next, features
terms that become important keywords are extracted in
the training stage from a representation process and
getting important features indices. These indices are used
later for the test stage. In the test stage, the investigated
classifier is evaluated by classifying a set of
pre-categorized data one by one as un-categorized data
and then measuring the classification performance by
using several standard techniques of performance
evaluation.

3.5 Evaluating Parameters of Classifiers

Performance

There are many ways to evaluate machine learning
algorithms or classifiers performance. Some of these
methods are ROC curves, measures function, and
different methods of cross-validation [21], like hold out
method-fold cross-validation, and leave-one-out
cross-validation [22].

The intended method to be used in the current
research is k-fold cross validation integrated with
evaluation parameters like (Accuracy, Precision, Recall,
and F1-score) to evaluate the performance of supervised
machine learning algorithms.

K-fold cross-validation is a procedure used to evaluate
the performance of the classifiers or to compare classifiers

performance [23]. It is based on dividing the dataset to
k-fold or k-subsets which are equal in size, each subset is
used to test the model from k-1 folds. The classification
performance of the classifier is evaluated by means of k
accuracies that resulting from k-fold cross-validation
[24]. The evaluation parameters (Accuracy, Precision,
Recall, and F1-score) depend on a table called confusion
matrix which includes labels of classes that are compared
using terms like True Positive, True Negative, False
Positive and False Negative [25,26]. Each measure is
computed by sorting the classification result into the
following:
True Positive (TP) and True Negative (TN) refers to the
number of documents which are correctly assigned to the
category. False Positive (FP) and False Negative (FN)
refers to the number of documents which are falsely
assigned to the category.
Accuracy is the ratio of documents that are correctly
classified to the total number of documents.

Accuracy =
(T P+TN)

(T P+TN +FP+FN)
(14)

Precision is the ratio of documents that are correctly
labeled as positive to the total number of positively
classified documents.

Precision =
T P

(T P+FP)
(15)

Recall is the ratio of correctly-labeled values as
positive to the total of a true positive & false negative.

Recall =
T P

(T P+FN)
(16)

F-Measure or F1-score is the harmonic mean of recall
and precision, which affect the final result of a system, by
optimizing it toward one of them (recall or precision).

F −Measure =
2 ∗Precision ∗Recall

Precision+Recall
(17)

4 Results and Discussion

In the current research, three well-known machine
learning algorithms are studied and examined on the
collected data using different n-gram experiments and
several proposed stages of sentiment analysis system are
fixed for each experiment. The first experiment is
performed using uni-gram feature representation; the
second experiment is performed using bi-gram feature
representation, while a combination of both unigram and
bigram are performed in the third experiment. Different
results of evaluation parameters are obtained for each
classifier in each experiment.

Regarding the evaluation parameters of the first
experiment as shown in figure 3, it can be observed that
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Fig. 3: Evaluation parameters of 3 experiments of n-gram using cross-validation k-fold=10

MaxEnt classifier has achieved 86%, 85%, 86% and 86%
in terms of accuracy, recall, precision, and F1-score,
respectively. Whereas, MNB classifier has achieved a
performance of accuracy, recall, precision, and F1-score
by 86%, 90%, 83% and 87%, respectively. On the other
hand, SVM classifier has shown the lowest performance
by 85%, 85%, 86% and 85% in terms of accuracy, recall,
precision, and F1-score, respectively. The reason behind
this is that the level of MaxEnt refers to its nature of
non-assumption of feature conditional probabilities, in
addition to the extraction of some features set from the
input and combine them in a linear way and use of the
sum in a form of exponent.

To estimate MaxEnt parameters in an accurate
efficient way, we have considered some algorithms such
as gradient ascent, conjugate gradient, methods of
variable metric, and iterative scaling. Malouf, states that
in order to accurately estimate the MaxEnt model, even
the simplest model of MaxEnt, two factors are needed, a
large quantity of annotated training data and considerable
computational resources.

The estimation of MaxEnt model parameters for
language processing is straightforward in concept, while
practically it involves thousands of hundreds of free
parameters which are expensive and sensitive in error
rounding [16,7].

Regarding the evaluation parameters of the classifiers
performance in the second experiment as shown in figure
(3), it can be observed that SVM achieved 78%, 70%,
84% and 76% in regards to accuracy, recall, precision,
and F1-score respectively, followed by MNB classifier
which achieves performance of accuracy, recall, precision
and F1-score by 78%, 84%, 75% and 79% respectively.
On the other hand, MaxEnt classifier shows the
performance achievement of 78%, 69%, 83%, and 75%
respectively. The results behind the SVM achievement is
because of its being linear non-probabilistic classifier that
trains the model in order to find a hyper plan for
separating data set by locating a best possible boundary
that separates between negative and positive training
documents.

It is also worth to mention, that there are parameters
that affect SVM classifier performance such as the
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parameter of regularization, and gamma which represent
tuning parameters of SVM. Varying the values of these
parameters contributes to creating a nonlinear plane of
classification with more accuracy in case of applications
related to the real words of millions of training dataset
that require finding the perfect class.

Another parameter is kernel which by a type of
separation plan is defined to be linear or not. In addition
to these parameters, there is a margin parameter which
creates a separation line between classes points, knowing
that the good margin is the one that fulfills a larger
separation between classes.

Regarding the evaluation parameters of the classifiers
in the third experiment as shown in figure 3, it can be said
that MNB classifier achieves the highest performance of
accuracy recall, precision and F1-score by 86%,91%,82%
and 87% respectively, followed by MaxEnt which
achieves performance of accuracy, recall, precision and
F1-score by 86%,85%,87% and 86% respectively, in
addition to the performance achievement by SVM of
86%,85%,87%,and 86% in regards to accuracy, recall,
precision and F1-score respectively. The reason behind
the best performance of MNB against all other classifier
is due to the capability of MNB in updating the counts
that are required to estimate the logarithmic and
conditional probabilities in a straightforward way. A
sentiment that is given to the MNB classifier is
considered as words collection, that has a class with the
probability which observes a given word in the
corresponding class. This sentiment is estimated from the
training data by computing the relative frequency for all
words that are contained in the collection of training
documents of that specific class.

Regarding the performance in each experiment, it is
found that the parameter values in the combination of both
unigram and bigram experiments are best when compared
to the unigram experiment separately, as shown in figure 3.
The reason behind such improvement in the performance
is due to the rich features produced in such combination.
These features affect the performance of the classification
significantly.

5 Conclusionn

In the current research, well-known classification methods
such as MNB, MaxEnt and SVMs are used to classify text
of the collected comments of students based on sentiments
appear in these comments

According to the obtained results, it is noticed that the
MNB precision percentage is the lowest while its recall
percentage is the highest in all experiments. One of the
justifications for this level of performance is the fact that
MNB has no tuning parameters. It can be said that the
machine learning algorithm performance is affected by its
input parameters because these parameters represent the
algorithms settings. Knowing that the optimal or best

setting of the learning algorithm depends on the scope of
the problem that is at hand.

Some of the learning algorithms involved a large
number of parameters that can be tuned in order to
improve its performance. On the other hand, it is possible
to say that these parameters have different effects on the
classifiers performance domains and scopes, leading us to
conclude that obtaining an optimal setting for learning
algorithm is very hard or impossible.

As future work, we are planning to implement more
classification algorithm using Arabic dataset, in addition
to use more features selection methods and implementing
a multi-class label classification process.

In addition, a graphical user interface could be
designed that lets the user choose the classification
method, with more sophisticated features. Furthermore,
several feature selections and deep learning algorithms
can be investigated to the huge amount of corpus to be
collected from several resources such as social media and
real-time systems.
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