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Abstract: We study the linearization of nonlinear second-order ordinary differential equations from the point transformation viewpoint.
A new algorithm for finding linearizing point transformation is constructed. The transformation is used to map the underlying class
of equations into a linear second-order ordinary differential equation which is in the general form. The general solution of this class
of equations is obtained by solving the linearized equation and applying the point transformation. Moreover, we apply the obtained
linearization criteria to the interesting problems of nonlinear ordinary differential equations, nonlinear partial differential equations and

system of nonlinear ordinary differential equations.
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1 Introduction

Most differential equation systems in engineering,
economics and also mathematics are naturally nonlinear
problems; see, examples [1,2,3,4,5]. This system is
always difficult to analyze its solution directly. One of the
powerful method to solve them is to transform the
original systems into the system of linear differential
equations which is much more easier to analyze, this
method is simply called linearization.

The main tools used to solve the linearization problem
are transformations such as point, contact, tangent,
generalized Sundman transformations. In this paper, we
focus on linearization of nonlinear second-order ordinary
differential equations from the point transformation
viewpoint.

The linearization problem via a point transformation
for a second-order ordinary differential equation was first
investigated by Lie [6]. He found criteria that a nonlinear
equation can be mapped into a linear equation via a point
transformation. Later, Liouville [7] and Tresse [8]
attacked the equivalence problem for second-order
ordinary differential equations in terms of relative
invariants of the equivalence group of point

transformations. Moreover, Cartan [9] approached the
second-order ordinary differential equations by geometric
structure of a certain form.

Since the Lie test is the main tool of the algorithm
development in the paper, let us recall it in detail.

Lie obtained the result that any second-order
linearizable ordinary differential equation y” = f(x,y,y)
which can be mapped into the Laguerre canonical form of
linear equation u” = 0 via a point transformation
t = @(x,y),u = y(x,y) has to be of the form

Y +a(x,y)y? +b(x,y)y? +c(x,y)y +d(x,y) =0, (1)

where
a=A"" (@, ¥y — Oy y),
b=A""(QWhy — Py Vi + 2 (@ Wy — Oy W)
c :Ail (‘Pnyx — O Yy +2((leny - (ny‘lfx)) )
d :A71 ((PxIVxx - <Pxxllfx) ’

and A = @y, — @y, # 0 is a Jacobian of change of
variables. Moreover, he also found that a second-order
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ordinary differential equation is linearizable if and only if
it has the form (1) with the coefficients satisfying the
conditions
3ayy — 2byy + ¢yy — 3ayc + 3ayd + 2byb — 3cya
—cyb +6dya =0,

byx — 2¢yy +3dyy — 6axd + byc + 3byd — 2cyc
—3da+3dyb = 0.
Linearizing transformations are found by solving
involutive systems of partial differential equations. These

systems depend on the coefficient a.
If a = 0, then ¢ = @(x) and the involutive system is

Yoy = Wb, 29y = (@ Yy + 0),
Yix = (Pxil Y@y + Wyd7 (2)
20: Qe — 302 — 0 (4(dy+ bd) — (2cx+¢?)) =0.
If a # 0, then @, # 0 and the functions ¢(x,y) and

y(x,y) satisfy the involutive system of partial differential
equations

PyYyy = Py Yy +ad,
207 ¥y = 20003 ¥y — QA — (ag. — b)) A,
OF Yax = 2000y Y — PPy Y — Q7 Yia
+Oup yb + @5 (Yyd — yic)
P; Per = 2000y — PPy — Pla+ I Pyb
— PP+ @d,
20,0y = 3 (02 =20 0ya+20:ppa+ @la*) ()
20,9, (ay+ab)
—i—(py2 (2by — 4a,+4ac —b?)
605 Py = 3(4P0yPiy @y — PPy, +20: 0 Pyb
—204,¢7b) +30)d>
+3 (px(pr (—2ay +2ac — b?)
+2¢3 (—by+2¢y+ 3ad).

In this paper, we focus on finding the necessary and

sufficient conditions which allow the nonlinear
second-order ordinary differential equation to be
transformed to the general linear equation

'+ a(t)u' + B(t)u+ y() = 0. We have found a new
algorithm for finding linearizing point transformation. It
is worth mentioning that among the examples one can
find such well-known equations as parachute equation,
equation for the variable frequency oscillator, equation
describing the geodesics on pseudosphere and equation
for non-polynomial oscillator. We also make use of a
travelling wave solution to obtain the solution of modified
generalized Vakhnenko equation. Furthermore, the
linearization criteria can be applied to Newtonian systems
as well. Note also that after obtaining the linearizing
transformation the general solution of the original
equation is obtained in quadrature.

2 Formulation of the linearization theorems

2.1 Obtaining necessary condition of
linearization

We begin with investigation the necessary conditions for
linearization. Recall that a general linear second-order
ordinary differential equation has the form

' +o(t)u' + B(t)u+y(t) =0. )

Here we consider the nonlinear second-order ordinary
differential equations

Y'=fxyy), 5)

which can be transformed to the general linear equation
(4) by the point transformation

t=9(x,y),

6
u=y(xy). ©

Notice that if ¢, = 0, a transformation (6) is called a fiber-
preserving transformation. So, we arrive at the following
theorem.

Theorem 1.Any second-order ordinary differential
equations linearizable by point transformation has to be
the form

Y +a(x,y)y? +b(x,y)y? +c(x,y)y +d(x,y) =0, (7)
where

a= A" =0y + OBV + @)y + Ol
TP Why),
b= A" (204 + 3002 BY + 30,02y
F20.: P Y 0+ Py — Py W+ OF YL
+20 ¥y, @®)
¢ = AT (=200 Y — 0u ¥y +30; 0,8V + 300,y
QIO+ 20 P W O+ 20 Wy + O i),
d= A" (0o + 0BV + QJy+ oty
QW)

and A = @y, — @y, # 0 is a Jacobian of change of
variables.

Proof. The derivatives are changed by the formulae
o (1) = 2¥
Dy
Yt yIIVy
- Ox+ y"Py
= g(x,,Y),
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iy — Dxg
u' (1) = Dy
_ &tye+y'ey
Ox +y/(Py
= P(x,y,y',y"),
where
_ ((Px +y/(Py) (V’xx +y/‘l’xy) - (‘Vx +)’/‘Vy) ((Pxx +y/(ny)
((Px +y/q))’)2
4= (@ +y'0y) (Way +Y'¥y) — (Ve + ') (0 + Y 9)y)
y= s
((Px+y,(Py)2
= (‘Px +y/(Py) (V’)’) - (‘Vx +)’/‘Vy) ((Py)
’ ((px—f—y/([)y)z

and D, = % +y’a% +y”8iy' + ... is a total derivative.

Substituting the resulting expression into the linear
equation (4) we arrive at the necessary form (7), where
a,b,c and d are some functions of x and y as defined in
system of equation (8).

2.2 Obtaining sufficient conditions of
linearization, linearizing transformation and
coefficients of linear equation

We have shown in the previous subsection that every
linearizable second-order ordinary differential equation
belongs to the class of equation (7). In this subsection, we
formulate the main theorems containing sufficient
conditions for linearization as well as the methods for
constructing the linearizing transformations and the
coefficients of linear equation.

To obtain sufficient conditions, one has to solve the
compatibility problem. Consider the representations of
the coefficients a,b,c and d through the unknown
functions ¢ and y in system of equation (8). The
compatibility analysis depends on the value of ¢@,. A
complete study of all cases is given here.

Case ¢, =0
From relations (8), one defines

a=0, Yy =yyb,

0= (P Wy — 20V + Q¥i0) /(97 W5),  (9)

B= (_(szll’)’Y‘f'zV’xyV’x — Y Yy — YaWhC
+yrd) /(97w ).

Since o, = 0, differentiating equation (9) with respect to
v, one arrives at the condition

(10)

¢y =2b,.

Since By = 0, differentiating equation (10) with respect to
v, one arrives at the coefficient

Y= (—dy‘I’leV— 2%2le/+ 2Y YWy + Yy Wycy
Wy YW — VW) — YW+ yid (1
—y;bdy) /(97 y5).

Since ¥, = 0, differentiating equation (11) with respect to
v, one arrives at the condition

byy = —byc+ b}’d + d)’)" + d)’b'
Case ¢, # 0

According to our notations, the following equations hold

Ve = (0 — A)/ @y, (12)
and
o = (Qr0) / Py, (13)
ﬁx = (‘PXﬁy)/(Pya (14)
%= (01)/ ¢y (15)

So, a system of equation (8) becomes

— O W+ O BY+ O Y+ 0 W 0+ @y, —aA =0, (16)

—2A,0, = 300, W, + 300, BY + 300y
30007 Y30+ 30:0, Yy + 3034 — 9 aA (17)
—@,bA =0,

_A)((py2 — 30,00y + 30y 0y A — 3020, ¥y
30100 BY 30200 30707 o 3020, (18)
+3(Px(PyyA - ZQDXQD}%OCA — QD}%CA =0,

— AP~ AP2P+ Pry R A + PP A
— QP+ 0L 0 BY + 070+ 0 9 v (19)
01O Wy + L Py A — Qi P A — @fAd = 0.

From equation (16), one obtains the coefficient
Y= (Pn¥s — 0BV — 0 Y0 — @y, +ad) /@) (20)
And from equation (17), one obtains the coefficient
o = (—24,¢y + 30l +3¢,A — @ubA)/(97A). (21)
Substituting equation (20) into equation (15), one obtains
the coefficient
B = (—ax@yA* + ay @A Ac@al — Ay @A +2A7 @,
—2A,@calA — 2A,Q A + Ay@ybA + 30 aA’  (22)
+PyA” — 0y bA%) /(95 A2).
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From equation (18), one gets the derivative

Ac = (Ay@r@y + 300y A —302aA — 30,0,,A
+2¢:pybA — (pych) /<py2.

From equation (19), one gets the derivative

O = 20000y — (Px?a - (pxz(Pyy + (P)g(Pyb
—@pyc+@ld) /95

Substituting equation (21) into equation (13), one gets the

derivative

Py = (3ax x5 + 30,93 @y — bx @] — 3by ey
26,05 + 900, 0. Pya + 60,0y, @y — 300,07 b
—3¢}a’ — 99 pyya+ 397 @yab + 30y, 9y
—60:07, + 300, 0,b — 30,0} ac
+3¢jad)/(3¢7).

Substituting equation (22) into equation (14), one gets the
condition

axe = (3axc —3ayd +2byy — 2by+ 3cxa — cyy
+eyb — 6dya) /3.

Comparing the mixed derivative (@u )y = (@yyy)x, ONE
gets the condition

byx = 6ayd — byc — byd +2cyy + 2cyc +3dya
—3dy, — 3d,b.

All obtained results can formulate the main theorems
containing sufficient conditions for linearization, the
methods for constructing the linearizing transformations
and the coefficients of linear equation as follows.

Theorem 2.Equation (7) is linearizable by point
transformation (6) with the function @ = @(x) if and only
if its coefficients satisfy the conditions

a=0, ¢y =2by, by =—byc+byd+dy+db. (23)

Provided that the conditions (23) are satisfied, the
linearizing transformation (6) is obtained by solving the
compatible system of equations

L T (24)

and the coefficients o, and 7y of the resulting linear
equation (4) are given by equations

0= (QueWy — 20: Wy + O:V0) /(PP V),

B= (_QDJ%V’)’V‘FZV’X)’Wx — Ve Wy — YaYyC
+yyd) /(9 vy y),

Y= (—dyWP W — 292 W + 20 Va Wy + Wi Yy
FYe VoW — YWy — Yy + yid
—yrbdy)/(97yy).

Theorem 3.Equation (7) is linearizable by point
transformation (6) if and only if its coefficients satisfy the
conditions
e = (Baxc —3ayd +2byy, —2b+3ca — ¢y
+cyb —6dya) /3,
by, = 6axd — byc — byd +2cxy +2cyc + 3dya
—3d,, —3d,b.

(25)

Provided that the conditions (25) are satisfied, the
linearizing transformation (6) is obtained by solving the
compatible system of equations

Ve = (09— A)/ 9y,

Ac= AyQi@y + 300 PyA —307aA — 3.0, A
+20.0,bA — @}cA) /97,

O = 200,00, — Ola— 070, + Ol O\b
— i c+0)d) /9y, 26)

Pryy = (3“x(Px(Py2 + 3ay(P)%(Py - x(Py3 - 3by(Px(Py2

26,07 + 900 P:Pya + 601 Pyy By
—3009;b — 3970 — 997 pyya+ 3@;pyab
+30cPyyy Py — 6005+ 3P:Pyy Pyb
—3p.p7ac+3@jad)/(3¢7),

and the coefficients o, and 7y of the resulting linear
equation (4) are given by equations

a = (=24y0y+3¢:aA + 304 — @sbA) /(97A),

B = (—axpyA* + ayp A Acpyald — Ay @A +2A5 9,
—2A,@0.aA — 2A,Q A + Ay@ybA + 30,aA?
TPy A — 0y bA%) /(@) A),

7= (PuVy— QBY — QY0 — @Yy +ad) /.

3 Some applications

In this section we focus on finding some applications
which satisfy Theorem 1, Theorem 2 and Theorem 3. The
obtained results are as follows.

3.1 Parachute equation

The idea of this application is based on a model for
movement of a parachutist during the air using Newton’s
Il law is ) F = ma. The motion of skydiver when the
coefficient of air resistance changes between free-fall and
the final steady state descent with the parachute is dully
deployed.

Consider the parachute equation [10] in the form

Y+ k' —g=0, (27

with initial conditions y(0) = 0 and y'(0) = 0.
Here k = %jfﬂ where

© 2020 NSP
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m is the mass of the body and parachute,

p is the density of the fluid in which the body moves,

C, is the drag coefficient for the parachute (1.5 for
parabolic profile and 0.75 for flat),

D is the effective diameter of the parachute.

The solution of equation (27) is

1 eVER 4 |
y= 1 (log(———) - V/gkx).

3.1.1 Applying the obtained theorems to the problem

By using the obtained theorems, we get the results as
follow. Equation (27) is an equation of the form (7) in
Theorem 1 with the coefficients

a=0,b=k c=0,d=—g.

One can check that these coefficients obey the conditions
in the Theorem 2. Hence, an equation (27) is linearizable
by point transformation. The linearizing transformation is
found by solving the following equations

0y =0, vy, = ky,. (28)

One can find the particular solution for equations in (28)

as
eh
=X = —.
p=xy=-

Therefore, the linearizing point transformation of (27)

takes the form
ek
u=—

) k N
So, the coefficients of the resulting linear equation (4) are

t=x (29)
oa=0,5=—gk v=0.

Hence, the nonlinear equation (27) can be mapped by
transformation (29) into the linear equation

u’ —gku=0. 30)
The general solution of equation (30) is
u=CeVsf 4 Cre Ve, 31)

where C; and C, are arbitrary constants. Substituting
equation (29) into equation (31), we obtain the following
general solution of (27) given by

Y = k(Cp eV + CreVERY), (32)
Substituting the initial condition y(0) = 0 and y'(0) = 0

into equation (32), one obtains the particular solution of
equation (27) as

1 eVeh 41
y= E(log(T) —/gkx).

3.2 Equation for the variable frequency
oscillator

A variable frequency oscillator (VFO) in electronics is an
oscillator whose frequency can be tuned (i.e. varied) over
some range. It is a necessary component in any tunable
radio receiver or transmitter that works by the
superheterodyne principle and controls the frequency to
which the apparatus is tuned.

In 2013, Mastafa, Al-Dueik and Mara’beh [11]
considered the ordinary differential for the variable
frequency oscillator

Y+ =0. (33)

They showed that this equation can be linearizable by
generalized Sundman transformation

u(t) =y(x,y), dt = ¢(x,y)dx, yy, #0.

By using their method, the solution of equation (33) is

2

V2

D2 L .
where erfi(y) = \% J§ € dt is an imaginary error function

erfi(—=) = Cix+ Cy,

and Cy, C; are arbitrary constants.

3.2.1 Applying the obtained theorems to the problem

By using the obtained theorems, we get the results as
follow. Equation (33) is an equation of the form (7) in
Theorem 1 with the coefficients

a=0,b=y,¢=0,d=0.

One can check that these coefficients obey the conditions
in the Theorem 2. Hence, an equation (33) is linearizable
by point transformation. The linearizing transformation is
found by solving the following equations

¢y =0, ¥y = Y. (34)

One can find the particular solution for equations (34) as

2
o=x.y=[c"ay

Therefore, the linearizing point transformation of (33)
takes the form

2
t=x, u:/e%dy. (35)
So, the coefficients of the resulting linear equation (4) are
a=0,B=0,y=0.

Hence, the nonlinear equation (33) can be mapped by
transformation (35) into the linear equation

I
u =0.

© 2020 NSP
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So that Hence, the nonlinear equation (37) can be mapped by
u=Cit+GC, (36) transformation (39) into the linear equation

where C; and C, are arbitrary constants. Substituting
equation (35) into equation (36), we get the general
solution of (33) as

2
/ery =Cix+C,

or
R

V2

erfi(—=) = Cix+ C».

3.3 Equation describe the geodesics on
pseudosphere

In 2013, Mastafa, Al-Dueik and Mara’beh [11]
considered the ordinary differential for describes the
geodesics on pseudosphere.

Y 42y? =¥ =0. (37

They showed that this equation can be linearizable by
generalized Sundman transformation

u(t) = y(x,y), dt = ¢(x,y,y")dx, y, #0.
By using their method, the solution of equation (37) is
V4 =Cix+ Gy,

where C; and C; are arbitrary constants.

3.3.1 Applying the obtained theorems to the problem

By using the obtained theorems, we get the results as
follow. Equation (37) is an equation of the form (7) in
Theorem 1 with the coefficients

a=0,b=-2,¢=0,d=—e”.

One can check that these coefficients obey the conditions
in the Theorem 2. Hence, an equation (37) is linearizable
by point transformation. The linearizing transformation is
found by solving the following equations

¢y =0, Yy = =2y, (38)

One can find the particular solution for equations (38) as

|
p=xy=—7¢"

Therefore, one obtains the linearizing transformation

1
f=x,u= fie*Zy. (39)

So, the coefficients of the resulting linear equation (4) are

a=0,B=0y=—1.

W' —1=0. (40)

The general solution of equation (40) is
2
u:E+C1t+C2, 41)

where C; and C, are arbitrary constant. Substituting
equation (39) into equation (41), we get the general
solution of (37) as

e X4+ =Cix+ G,

3.4 The one-dimensional non-polynomial
oscillator

In the note [12], Mathew and Lakshmanan presented a
remarkable nonlinear system that all its bounded periodic
motions are simple harmonic. The system is a particle
obeying the highly nonlinear equation of motion

(1+2y%)y" + (e — Ay*)y =0, (42)

where A and « are arbitrary parameters.

3.4.1 Applying the obtained theorems to the problem

By using the obtained theorems, we get the results as
follow. Equation (42) is an equation of the form (7) in
Theorem 1 with the coefficients

Ay ay

a=5 7Ly2+1’c ’ Ay2 41

One can check that the first and second conditions of
equation (23) in Theorem 2 are satisfied. Now, the last
condition of equation (23) is satisfied when the following
condition holds, that is,

(Ay* —2)ady = 0.
Two cases arise.

Casel: x =0
In this case, the equation (42) takes the form

(14+Ay%)y" — 2y"y =0. (43)

The linearizing transformation is found by solving the
following equations

_ yyAy
Ayr+1°

O, =0, ¥y, = (44)
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One can find the particular solution for equation (44) as

1
p=x,y= ﬁ(lnlx/ly2+1+\/xy)-

Therefore, one obtains the linearizing transformation

1
t=x,u=—=(n|[\/A2+1+VAy). (45
VA
So, the coefficients of the resulting linear equation (4) are
a@=0,p=0,7=0.

Hence, the nonlinear equation (43) can be mapped by
transformation (45) into the linear equation

W' =0. (46)
The general solution of (46) is
u==Cit+G, 47)

where C; and C, are arbitrary constants. Substituting
equation (45) into equation (47), we get the general
solution of equation (43) as

1
ﬁ(lnh/lyz—i— 1+VAy) =Cix+G.

Case2: A = y%
In this case, the equation (42) takes the form
3y"y =2y 4+ oy? = 0. (48)

The linearizing transformation is found by solving the
following equations

e
3y’
One can find the particular solution for equation (49) as

9y =0, Yy = (49)

1
Q=x, y=ys.
Therefore, one obtains the linearizing transformation
t:x,u:y%. (50)
So, the coefficients of the resulting linear equation (4) are
= a
6=0,=—,7=0.
B=3.7

Hence, the nonlinear equation (48) can be mapped by
transformation (50) into the linear equation

o
u”+§u:0. (51)
The general solution of equation (51) is
a a
u=Cjcos %t—i—Cz sin %t, (52)

where C; and C, are arbitrary constants. Substituting
equation (50) into equation (52), we get the general
solution of equation (48) as

3.5 Modified generalized Vakhnenko equation

In 2009, Ma, Li and Wang [13] considered a modified
generalized Vakhnenko equation (mGVE),

d 1 d
£(©2u+§pu2+ﬁu)+q©u:0, D= E+
where p, g, B are arbitrary non-zero constants.

To construct the exact solutions for mGVE is all
important. For examples, when p = 8 =0 and ¢ = 1,
equation (53) is reduced to well-known Vakhnenko
equation(VE), which governs the nonlinear propagation
of high-frequency wave in a relaxing medium [14]-[16]
and the VE has soliton solutions as in ref [16]. When
p =¢q = 1and B an arbitrary non-zero constant, equation
(53) is reduced as the generalized VE (GVE), in [17] it
was shown that GVE has N-soliton solution. When
p = 2q and f is an arbitrary non-zero constant, equation
(53) has a loop-like, hump-like and cusp-like soliton
solutions [18,19,20]. In [21], it was shown that equation
(53) has travelling wave solution and single-soliton
solution.

d
U= (53)

3.5.1 Applying the obtained theorems to the problem

Consider a modified generalized Vakhnenko equation (53),
we can rewrite it in the form

2ty 4 2ttt + ty (Uit + )] + 20’1y,

54
+2u(”x)3+puux+ﬁux+CI(ul+uux) =0. (>4)

Of particular interest among solutions of equation (54) are
travelling wave solutions:

u(x,t) = H(x— Dt),

where D is a constant phase velocity and the argument x —
Dt is a phase of the wave. Substituting the representation
of a solution into equation (54), one finds

2D’H'H" —2DH'(2HH" + H'*) 4+ 2H*H'H"

+2HH"” + pHH'+ BH' + g(—DH' + HH') = 0. (55)

By using the obtained theorems, we get the results as
follow. Equation (55) is an equation of the form (7) in
Theorem 1 with the coefficients

B —Dg+ pH+qH
2(D2—2DH + H?)’

a=0,b=— c=0,d=

D—H’
From Theorem 2, equation (55) is linearizable if and only
if

p = —Dp.

The linearizing transformation is found by solving the
following equations

o . o YH
y=(C cosngrCzsm%xﬁ or =0, Vin =~ 5 (56)
© 2020 NSP
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One can find the particular solution for equation (56) as
¢ =x—Dt, y=2DH — H".
Therefore, one obtains the linearizing transformation
f=x—Dt,ii=2DH—H>. (57)
So, the coefficients of the resulting linear equation (4) are

Hence, the nonlinear equation (55) can be mapped by
transformation (57) into the linear equation

i"—(p+q)=0. (58)

The general solution of equation (58) is

2

t ~
ﬁ:(p+q)5+clt+cz, (59)

where C; and C, are arbitrary constants. Substituting
equation (57) into equation (59), we get the general
solution of ordinary differential (55) as

(x—Dt)?

2DH —H* = (p+q) 5

+C(x—Drt)+GCs.

So, the general solution of partial differential equation is

(x—Dt)?

2Du—u* = (p+4)=—

+C(x—Drt)+GCs.

3.6 Newtonian System

In 2001, Soh and Mahomed [22]
Newtonian system:

considered the

x// _ x/2 +y/27 (60)
y' =2xy. (61)
Note that ' = % and y/ = Z—{. By using the Lie algorithm,

they obtained all the symmetries of equations (60) and
(61). They showed that these equations can be
transformed to the system of equation X” =0, Y” = 0.

3.6.1 Applying the obtained theorems to the problem

Consider nonlinear second-order ordinary differential
system (60) and (61), combining equations (60) and (61),
one gets

= X2+ 24y +y"2. (62)

Let ® = x+y, so that equation (62) becomes

xl/ JF yll

o’ —w*=0. (63)

By using the obtained theorems, we get the results as
follow. Equation (63) is an equation of the form (7) in
Theorem 1 with the coefficients

a=0,b=-1,c=0,d=0.

One can check that these coefficients obey the conditions
in the Theorem 2. Hence, an equation (63) is linearizable
by point transformation. The linearizing transformation is
found by solving the following equations

00 =0, Yoo = —VYo. (64)
One can find the particular solution for equation (64) as

(0]

p=z,y=e .
Therefore, one obtains the linearizing transformation
t=z,u=e °. (65)
So, the coefficients of the resulting linear equation (4) are
a=0,B8=0,y=0.

Hence, the nonlinear equation (63) can be mapped by
transformation (65) into the linear equation

u" =0. (66)
The general solution of equation (66) is
u=C=Cit+GC, 67)

where C; and C, are arbitrary constants. Substituting
equation (65) into equation (67), we get the particular
solution

o = —In(z).

Since @ = x+y, we have

x=—In(z)—y (68)

so that |
K=y (69)

Z

Substituting equation (69) into equation (61), we have
u 2 2 /!
v +2y +Ey =0. (70)

By using the obtained theorems again, we get the results
as follow. Equation (70) is an equation of the form (7) in
Theorem 1 with the coefficients

2
a=0,b=2,c=—-,d=0.
Z

One can check that these coefficients obey the conditions
in the Theorem 2. Hence, an equation (70) is linearizable
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by point transformation. The linearizing transformation is
found by solving the following equations

¢y =0, Yy =2y, (71)

One can solve the particular solution for equation in (71)
as

o=z y=ze”.
Therefore, one obtains the linearizing transformation
_ —_ 2
t=2z, u=ze”. (72)
So, the coefficients of the resulting linear equation (4) are

a=0,B=0,y=0.

Hence, the nonlinear equation (70) can be mapped by
transformation (72) into the linear equation

W =0. (73)
The general solution of equation (73) is
u = Cst + Cy, (74)

where C3 and C4 are arbitrary constants. Substituting
equation (72) into equation (74), we get the solution

1. Gz+C
y= Eln(w) (75)
Z

Substituting equation (75) into equation (68), we have

1. C C.
x= flnzf—ln(w
2 z

).

So, we get the solution of Newtonian system (60) and (61)
as

x=—In(z) — %ln(%),
1. Ciz+Cy
y= (G
Z

3.7 Example for case @y, # 0

Consider the nonlinear second-order differential equation
(23]
V' =2y =0. (76)

By setting v = y'. The formulas above lead to

dv
— — 20y =0.
v &y vy
This a first-order separable differential equation. Its
resolution gives
1

vz*yz——i—C’

where C is an arbitrary constant. Since y' = % =, we get

dy 1
dx  y2+C’
Since this is a separable first-order differential equation,
one gets, after resolution,
Y +Cy=—x+C",

where C* is an arbitrary constant.

3.7.1 Applying the obtained theorems to the problem

By using the obtained theorems, we get the results as
follow. Equation (76) is an equation of the form (7) in
Theorem 1 with the coefficients

a=-2y,b=0,c=0,d=0.

One can check that these coefficients obey the conditions
in the Theorem 3. Hence, an equation (76) is linearizable
by point transformation. The linearizing transformation is
found by solving the following equations

Ve = (0 — A)/ @y, (77)

Po = (02000, +207y — 0:0,)) /97, (78)

Py = (6P PPy + 2000y, P, — 407y

+HOO7 Py — 2070y + PPy Py (79)
—20.03,)/ 95,
Ac= (BA(Qy @y + 207y — 0:0)) /5. (80)
One can find the particular solution for the equations (77)-
(80) as
o=y Y=—x

Therefore, one obtains the linearizing transformation
t=y u=—x. (1)
So, the coefficients of the resulting linear equation (4) are
oa=0,p=0,y=-2t

Hence, the nonlinear equation (76) can be mapped by
transformation (81) into the linear equation.

u" —2t=0. (82)

Therefore, the general solution of equation (82) is

3
u:C1+C2t+§, (83)
where C; and C, are arbitrary constants. Substituting
equation (81) into equation (83), we get the solution

3

—x=C JrCzery?.
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4 Conclusion

This paper is devoted to find the conditions which allow
the second-order ordinary differential equation to be
transformed to the general linear equation. Necessary
conditions which guarantee that the second-order
ordinary differential equation can be linearized are found
in Theorem 1. Theorem 2 and Theorem 3 are sufficient
conditions for the linearization problem, they are selected
by the way of finding a linearizing transformation. We
have found that a new algorithm for finding linearizing
point transformation (24) and (26) which can be solved
easier than (2) and (3). Finally, some applications are
provided to demonstrate our procedure.
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