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#### Abstract

In this paper, we consider initial value problem of Bratu-type equations of fractional order $1<\alpha \leq 2$. Compact finite difference schemes corresponding to $\alpha=2$ and $1<\alpha<2$ are proposed. Also, convergence analysis of the methods are discussed separately. Some examples are also presented to show the efficiency of the methods.
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## 1 Introduction

In real world, we need fractional differential equations for modeling and analyzing a large number of problems. Fractional calculus has different applications in mathematics, physics, chemistry and engineering fields, such as electromagnetism, control theory, fluid mechanics and viscoelastic [1-10]. In recent years, solving fractional ordinary differential equations (FODEs), fractional integral equations and fractional partial differential equations (FPDEs) have been studied by researchers. Since most of fractional equations do not have analytical solution, numerical methods are developed to find the approximate solutions. One of the FODEs that has a considerable scientific importance is Bratu-type equation.

In this study, we consider the following fractional Bratu-type equation

$$
\begin{equation*}
D^{\alpha} u(x)+\lambda \exp (u(x))=0, \quad 1<\alpha \leq 2, \quad 0<x<1, \tag{1}
\end{equation*}
$$

along with the initial conditions

$$
\begin{equation*}
u(0)=C_{1}, \quad u^{\prime}(0)=C_{2}, \tag{2}
\end{equation*}
$$

where $C_{1}, C_{2}$ and $\lambda$ are given constants and $D^{\alpha}$ is the Caputo derivative operator of fractional order $\alpha$, that is defined as follows:

$$
\begin{equation*}
D^{\alpha} u(x)=\frac{1}{\Gamma(2-\alpha)} \int_{0}^{x} \frac{u^{\prime \prime}(s)}{(x-s)^{\alpha-1}} d s \tag{3}
\end{equation*}
$$

Several chemical and physical processes in science and engineering can be modeled using Bratu-type equation. The Bratu-type equation is also used in a large variety of applied fields, such as modeling thermal reaction process in combustible non-deformable materials, including the solid fuel ignition model, the electrospinning process for production of ultra-fine polymer fibers, modeling some chemical reaction-diffusion, questions in geometry and relativity about the Chandrasekhar model, radiative heat transfer, and nanotechnology [11-19]. There are various numerical methods for solving Bratu initial value problem. For instance, Laplace transform decomposition algorithm is used in [20] and some numerical methods, based on finite difference technique, are proposed in [21,22]. Caglar et al. [23] suggested B-spline method. In [24], Jalilian applied non-polynomial spline method and Boyd used Chebyshev polynomial expansions for Bratu equation [25].

[^0]Compared to the considerable works on the Bratu problem, only a little work has been done on the fractional Bratu problem. Babolian et al. [26] proposed reproducing kernel method (RKM) for solving initial value problem (1-2) and Ghomanjani and Shateyi [27] used the Bezier curve method (BCM) for solving fractional Bratu's initial value problem.

The present paper aims to obtain numerical solutions of (1-2) using a high order compact finite difference method. The present study is organized as follows: In Sections 2, 3, 4, the compact finite difference methods are reviewed and applied to solve Eqs. (1-2). Also, their convergence is discussed. In Section 5, the numerical results obtained by the proposed methods are presented. We also compare between the results of our method and those of the proposed methods in [26,27]. Conclusion and the advantages of the proposed technique are presented in Section 6.

## 2 Compact finite difference scheme

In this work, our main goal is applying the compact finite difference scheme to solve Eq. (1) with initial values (2). For this, we first subdivide the range of $0 \leq x \leq 1$ into $N$ subintervals of width $h=\frac{1}{N}$. Set

$$
u_{i} \approx u\left(x_{i}\right), \quad u_{i}^{\prime} \approx u^{\prime}\left(x_{i}\right), \quad u_{i}^{\prime \prime} \approx u^{\prime \prime}\left(x_{i}\right)
$$

For the first derivatives, the following compact finite difference scheme was given in [28]:

$$
\left\{\begin{array}{l}
4 u_{1}^{\prime}+u_{2}^{\prime}=\frac{1}{h}\left(\frac{-11}{12} u_{0}-4 u_{1}+6 u_{2}-\frac{4}{3} u_{3}+\frac{1}{4} u_{4}\right),  \tag{4}\\
u_{i-1}^{\prime}+4 u_{i}^{\prime}+u_{i+1}^{\prime}=\frac{3}{h}\left(-u_{i-1}+u_{i+1}\right), \quad i=1, \ldots, N-1, \\
u_{N-2}^{\prime}+4 u_{N-1}^{\prime}=\frac{1}{h}\left(-\frac{1}{4} u_{N-4}+\frac{4}{3} u_{N-3}-6 u_{N-2}+4 u_{N-1}+\frac{11}{12} u_{N}\right) .
\end{array}\right.
$$

All above relations have the accuracy of $O\left(h^{4}\right)$. The matrix form of (4) is

$$
\begin{equation*}
A_{1} U^{\prime}=\frac{1}{h} B_{1} U \tag{5}
\end{equation*}
$$

where

$$
\begin{aligned}
& A_{1}=\left(\begin{array}{cccccc}
0 & 4 & 1 & 0 & \ldots & 0 \\
1 & 4 & 1 & 0 & \ldots & 0 \\
0 & \ddots & \ddots & \ddots & \ddots & 0 \\
\vdots & \ldots & 0 & 1 & 4 & 1 \\
0 & \ldots & 0 & 1 & 4 & 0
\end{array}\right)_{(N+1) \times(N+1)} \quad, B_{1}=\left(\begin{array}{cccccccc}
-\frac{11}{12} & -4 & 6 & -\frac{4}{3} & \frac{1}{4} & 0 & \ldots & 0 \\
-3 & 0 & 3 & 0 & 0 & 0 & \ldots & 0 \\
0 & -3 & 0 & 3 & 0 & 0 & \ldots & 0 \\
0 & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & 0 \\
\vdots & \ldots & 0 & 0 & 0 & -3 & 0 & 3 \\
0 & \ldots & 0 & -\frac{1}{4} & \frac{4}{3} & -6 & 4 & \frac{11}{12}
\end{array}\right)_{(N+1) \times(N+1)} \\
& U=\left[u_{0}, u_{1}, \ldots, u_{N}\right]^{T}, U^{\prime}=\left[u_{0}^{\prime}, u_{1}^{\prime}, \ldots, u_{N}^{\prime}\right]^{T} .
\end{aligned}
$$

Lemma 1 The coefficient matrix $A_{1}$ is invertible.

Proof. Let's expand $A_{1}$ along the first column, so

$$
\operatorname{det}\left(A_{1}\right)=-\operatorname{det}\left(\begin{array}{ccccc}
4 & 1 & 0 & \ldots & 0 \\
1 & 4 & 1 & \ldots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \ldots & 1 & 4 & 1 \\
0 & \ldots & 1 & 4 & 0
\end{array}\right)_{N \times N}
$$

Now, expanding along the last column, we have

$$
\operatorname{det}\left(A_{1}\right)=(-1)^{N} \operatorname{det}\left(\begin{array}{ccccc}
4 & 1 & 0 & \ldots & 0 \\
1 & 4 & 1 & \ldots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \ldots & 1 & 4 & 1 \\
0 & \ldots & 0 & 1 & 4
\end{array}\right)_{(N-1) \times(N-1)} \neq 0
$$

According to lemma 1, from Eq. (5), we have $U^{\prime}=\frac{1}{h} A_{1}^{-1} B_{1} U$, by defining $C=A_{1}^{-1} B_{1}$, the following relation holds for $U^{\prime}$,

$$
\begin{equation*}
U^{\prime}=\frac{1}{h} C U \tag{6}
\end{equation*}
$$

and in component form

$$
\begin{equation*}
u_{i}^{\prime}=\frac{1}{h} \sum_{j=0}^{N} c_{i+1, j+1} u_{j}, \quad i=0, \ldots, N \tag{7}
\end{equation*}
$$

Similarly, for the second derivatives, we have the following compact finite difference scheme [28]:

$$
\left\{\begin{array}{l}
14 u_{1}^{\prime \prime}-5 u_{2}^{\prime \prime}+4 u_{3}^{\prime \prime}-u_{4}^{\prime \prime}=\frac{12}{h^{2}}\left(u_{0}-2 u_{1}+u_{2}\right),  \tag{8}\\
u_{i-1}^{\prime \prime}+10 u_{i}^{\prime \prime}+u_{i+1}^{\prime \prime}=\frac{12}{h^{2}}\left(u_{i-1}-2 u_{i}+u_{i+1}\right), \\
-u_{N-4}^{\prime \prime}+4 u_{N-3}^{\prime \prime}-5 u_{N-2}^{\prime \prime}+14 u_{N-1}^{\prime \prime}=\frac{12}{h^{2}}\left(u_{N-2}-2 u_{N-1}+u_{N}\right),
\end{array}\right.
$$

where the truncation error for system (8) is $O\left(h^{4}\right)$ and its matrix form is, as follows:

$$
\begin{equation*}
A_{2} U^{\prime \prime}=\frac{1}{h^{2}} B_{2} U \tag{9}
\end{equation*}
$$

where

$$
\begin{aligned}
& A_{2}=\left(\begin{array}{cccccccc}
0 & 14 & -5 & 4 & -1 & 0 & \ldots & 0 \\
1 & 10 & 1 & 0 & 0 & 0 & \ldots & 0 \\
0 & 1 & 10 & 1 & 0 & 0 & \ldots & 0 \\
0 & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & 0 \\
0 & \ldots & 0 & 0 & 0 & 1 & 10 & 1 \\
0 & \ldots & 0 & -1 & 4 & -5 & 14 & 0
\end{array}\right)_{(N+1) \times(N+1)} \quad, B_{2}=12\left(\begin{array}{ccccccc}
1 & -2 & 1 & 0 & 0 & \ldots & 0 \\
1 & -2 & 1 & 1 & 0 & 0 & \ldots \\
0 & 1 & -2 & 1 & 0 & \ldots & 0 \\
0 & \ddots & \ddots & \ddots & \ddots & \ddots & 0 \\
0 & \ldots & 0 & 0 & 1 & -2 & 1 \\
0 & \ldots & 0 & 0 & 1 & -2 & 1
\end{array}\right)_{(N+1) \times(N+1)}, \\
& U=\left[u_{0}, u_{1}, \ldots, u_{N}\right]^{T}, U^{\prime \prime}=\left[u_{0}^{\prime \prime}, u_{1}^{\prime \prime}, \ldots, u_{N}^{\prime \prime}\right]^{T} .
\end{aligned}
$$

Similar to lemma 1 , it is apparent that the matrix $A_{2}$ is invertible. Thus, if we define $D=A_{2}^{-1} B_{2}$, we have

$$
\begin{equation*}
U^{\prime \prime}=\frac{1}{h^{2}} D U \tag{10}
\end{equation*}
$$

Therefore, in component form, we have

$$
\begin{equation*}
u_{i}^{\prime \prime}=\frac{1}{h^{2}} \sum_{j=0}^{N} d_{i+1, j+1} u_{j}, \quad i=0, \ldots, N \tag{11}
\end{equation*}
$$

## 3 Compact finite difference scheme for Bratu problem in $\alpha=2$ case and its convergence

In this section, we use the compact finite difference scheme for non-fractional Bratu problem and investigate its convergence. Consider the following classical nonlinear Bratu initial value problem

$$
\begin{equation*}
u^{\prime \prime}(x)+\lambda \exp (u(x))=0, \quad 0<x<1, \tag{12}
\end{equation*}
$$

its initial conditions are

$$
\begin{equation*}
u(0)=C_{1}, \quad u^{\prime}(0)=C_{2} . \tag{13}
\end{equation*}
$$

Using Eq. (7), condition $u^{\prime}(0)=C_{2}$ can be written as

$$
\begin{equation*}
u_{0}^{\prime}=\frac{1}{h} \sum_{j=0}^{N} c_{1, j+1} u_{j}=C_{2} \tag{14}
\end{equation*}
$$

For $x=x_{i}$, one can write Eq. (12) as

$$
\begin{equation*}
u^{\prime \prime}\left(x_{i}\right)+\lambda e^{u\left(x_{i}\right)}=0, \quad i=1, \ldots, N-1 \tag{15}
\end{equation*}
$$

Thus, by Eq. (11)

$$
\begin{equation*}
\frac{1}{h^{2}} \sum_{j=0}^{N} d_{i+1, j+1} u_{j}+\lambda e^{u_{i}}=0, \quad i=1, \ldots, N-1 \tag{16}
\end{equation*}
$$

Eq. (14) and Eq. (16) form a system including $N$ equations and $N$ unknowns $u_{1}, \ldots, u_{N}$, that can be solved by Maple software.

Now, the convergence analysis of the proposed method for Eq. (12) along with initial conditions (13) are investigated. Before expressing the main result, we define the following matrices:

$$
\begin{gather*}
M=\left(\begin{array}{cccc}
c_{12} & c_{13} & \ldots & c_{1, N+1} \\
d_{22} & d_{23} & \ldots & d_{2, N+1} \\
\vdots & \vdots & \ddots & \vdots \\
d_{N, 2} & d_{N, 3} & \ldots & d_{N, N+1}
\end{array}\right)_{N \times N}, \\
J=\left(\begin{array}{ccccc}
0 & 0 & 0 & \ldots & 0 \\
\frac{\partial e^{u\left(x_{1}\right)}}{\partial x_{1}} & 0 & 0 & \ldots & 0 \\
0 & \frac{\partial e^{\mu\left(x_{2}\right)}}{\partial x_{2}} & 0 & \ldots & 0 \\
\vdots & \ddots & \ddots & \ldots & 0 \\
0 & \ldots & 0 & \frac{\partial \partial^{u\left(e_{N-1)}\right.}}{\partial x_{N-1}} & 0
\end{array}\right)_{N \times N}, \tag{17}
\end{gather*}
$$

where $\frac{\partial e^{u\left(x_{i}\right)}}{\partial x_{i}}=\left.\frac{\partial e^{u(x)}}{\partial x}\right|_{x=x_{i}}$.
Theorem 1 Let $U=\left[u\left(x_{1}\right), \ldots, u\left(x_{N}\right)\right]^{T}$ be the vector of exact solution of Eq. (1) along with its initial conditions, and $u=\left[u_{1}, \ldots, u_{N}\right]^{T}$ be the numerical solution at same points obtained by Eqs. (14) and (16). Then, we have

$$
\begin{equation*}
\|E\| \leq O\left(h^{3}\right) \tag{18}
\end{equation*}
$$

provided $h^{2} \lambda\left\|M^{-1}\right\|\|J\| \leq 1$ where $E=\left[e_{1}, \ldots, e_{N}\right]^{T}$ and $e_{i}=u\left(x_{i}\right)-u_{i}, i=1, \ldots, N .(\|$.$\| is the infinity norm)$
Proof. According to Eqs. (14) and (16), for numerical solution, we have

$$
\left\{\begin{array}{l}
\frac{1}{h} \sum_{j=0}^{N} c_{1, j+1} u_{j}=C_{2}  \tag{19}\\
\frac{1}{h^{2}} \sum_{j=0}^{N} d_{i+1, j+1} u_{j}+\lambda e^{u_{i}}=0, \quad i=1, \ldots, N-1,
\end{array}\right.
$$

and for exact solution

$$
\left\{\begin{array}{l}
\frac{1}{h} \sum_{j=0}^{N} c_{1, j+1} u\left(x_{j}\right)+O\left(h^{4}\right)=C_{2}  \tag{20}\\
\frac{1}{h^{2}} \sum_{j=0}^{N} d_{i+1, j+1} u\left(x_{j}\right)+\lambda e^{u\left(x_{i}\right)}+O\left(h^{4}\right)=0, \quad i=1, \ldots, N-1
\end{array}\right.
$$

Using the above-mentioned equations, one concludes that

$$
\left\{\begin{array}{l}
\sum_{j=0}^{N} c_{1, j+1} e_{j}=O\left(h^{5}\right)  \tag{21}\\
\sum_{j=0}^{N} d_{i+1, j+1} e_{j}+h^{2} \lambda\left(e^{u\left(x_{i}\right)}-e^{u_{i}}\right)=O\left(h^{6}\right), \quad i=1, \ldots, N-1,
\end{array}\right.
$$

where $e_{j}=u\left(x_{j}\right)-u_{j}, j=0, \ldots, N$. Since $u_{i} \approx u\left(x_{i}\right)$, we have $e^{U(x)}-e^{U} \approx J E$ where $J$ is introduced in (17).
Therefore, Eq. (21) can be written as

$$
\left\{\begin{array}{l}
c_{12} e_{1}+c_{13} e_{2}+\ldots+c_{1, N+1} e_{N}=O\left(h^{5}\right),  \tag{22}\\
d_{22} e_{1}+d_{23} e_{2}+\ldots+d_{2, N+1} e_{N}+h^{2} \lambda e_{1} \frac{\partial e^{u\left(x_{1}\right)}}{\partial x_{1}}=O\left(h^{6}\right), \\
d_{32} e_{1}+d_{33} e_{2}+\ldots+d_{3, N+1} e_{N}+h^{2} \lambda e_{3} \frac{\partial e^{u\left(x_{2}\right)}}{\partial x_{2}}=O\left(h^{6}\right), \\
\vdots \\
d_{N, 2} e_{1}+d_{N, 3} e_{2}+\ldots+d_{N, N+1} e_{N}+h^{2} \lambda e_{N-1} \frac{\partial e^{u\left(x_{N-1}\right)}}{\partial x_{N-1}}=O\left(h^{6}\right) .
\end{array}\right.
$$

The matrix form of the above equations is, as follows:

$$
\begin{equation*}
\left(M+h^{2} \lambda J\right) E=R, \tag{23}
\end{equation*}
$$

where $R=\left(\begin{array}{c}O\left(h^{5}\right) \\ O\left(h^{6}\right) \\ O\left(h^{6}\right) \\ \vdots \\ O\left(h^{6}\right)\end{array}\right)_{N \times 1}$.
Now, if $h^{2} \lambda\left\|M^{-1}\right\|\|J\| \leq 1$, then $\left(I+h^{2} \lambda M^{-1} J\right)$ is invertible and $\left\|\left(I+h^{2} \lambda M^{-1} J\right)^{-1}\right\| \leq \frac{1}{1-h^{2} \lambda\left\|M^{-1}\right\|\|J\|}$. So, we have

$$
E=\left(I+h^{2} \lambda M^{-1} J\right)^{-1} M^{-1} R \Rightarrow\|E\| \leq\left\|\left(I+h^{2} \lambda M^{-1} J\right)^{-1}\right\|\left\|M^{-1}\right\|\|R\| .
$$

We note that $\|R\| \equiv O\left(h^{5}\right)$, thus $\|E\| \equiv \frac{O\left(h^{5}\right)}{O\left(h^{2}\right)} \leq O\left(h^{3}\right)$.

## 4 Implement of compact finite difference scheme for fractional Bratu problem and its convergence

In this section, we introduce a compact finite difference scheme for fractional Bratu problem of order $1<\alpha<2$. According to Eq. (3), we rewrite the Caputo derivative in $x=x_{i}, i=1, \ldots, N$ as

$$
\begin{equation*}
D^{\alpha} u\left(x_{i}\right)=\frac{1}{\Gamma(2-\alpha)} \sum_{k=0}^{i-1} \int_{x_{k}}^{x_{k+1}} \frac{u^{\prime \prime}(s)}{\left(x_{i}-s\right)^{\alpha-1}} d s \tag{24}
\end{equation*}
$$

Now, we discretize the second order derivative of $u$, as follows:

$$
\begin{equation*}
u^{\prime \prime}(x)=\frac{u^{\prime}\left(x_{k+1}\right)-u^{\prime}\left(x_{k}\right)}{h}-\frac{h}{2} u^{\prime \prime \prime}\left(x_{k}\right)+O\left(h^{2}\right), \quad x \in\left[x_{k}, x_{k+1}\right] . \tag{25}
\end{equation*}
$$

By neglecting the truncation error, approximation of Caputo derivative can be reduced to:

$$
\begin{align*}
D^{\alpha} u\left(x_{i}\right) & \approx \frac{1}{\Gamma(2-\alpha)} \sum_{k=0}^{i-1} \int_{x_{k}}^{x_{k+1}} \frac{u_{k+1}^{\prime}-u_{k}^{\prime}}{h}\left(x_{i}-s\right)^{1-\alpha} d s \\
& =\frac{1}{\Gamma(2-\alpha)} \sum_{k=0}^{i-1} \frac{u_{k+1}^{\prime}-u_{k}^{\prime}}{h} \int_{x_{k}}^{x_{k+1}}\left(x_{i}-s\right)^{1-\alpha} d s  \tag{26}\\
& =\frac{1}{\Gamma(2-\alpha)} \sum_{k=0}^{i-1} \frac{u_{k+1}^{\prime}-u_{k}^{\prime}}{h}\left[\frac{\left(x_{i}-x_{k}\right)^{2-\alpha}-\left(x_{i}-x_{k+1}\right)^{2-\alpha}}{2-\alpha}\right] .
\end{align*}
$$

Substituting $x_{i}=i h$ in Eq. (26), we have

$$
\begin{align*}
D^{\alpha} u\left(x_{i}\right) & \approx \frac{1}{\Gamma(2-\alpha)} \sum_{k=0}^{i-1} \frac{u_{k+1}^{\prime}-u_{k}^{\prime}}{h}\left[\frac{h^{2-\alpha}\left((i-k)^{2-\alpha}-(i-k-1)^{2-\alpha}\right)}{2-\alpha}\right] \\
& =\frac{1}{h^{\alpha-1} \Gamma(3-\alpha)} \sum_{k=0}^{i-1} a_{i-k}\left(u_{k+1}^{\prime}-u_{k}^{\prime}\right) \tag{27}
\end{align*}
$$

where $a_{i-k}=(i-k)^{2-\alpha}-(i-k-1)^{2-\alpha}, i=1, \ldots, N, k=0, \ldots, i-1$.
Thus, the solution of Eq. (1) can be approximated using the following equations

$$
\begin{equation*}
\frac{1}{h^{\alpha-1} \Gamma(3-\alpha)} \sum_{k=0}^{i-1} a_{i-k}\left(u_{k+1}^{\prime}-u_{k}^{\prime}\right)=-\lambda e^{u_{i}}, \quad 1<\alpha<2 \quad i=1, \ldots, N, \tag{28}
\end{equation*}
$$

where $u_{i}^{\prime}=\frac{1}{h} \sum_{j=0}^{N} c_{i+1, j+1} u_{j}, i=1, \ldots, N$. In matrix form, Eq. (28) is equivalent to

$$
\begin{equation*}
F_{1} U^{\prime}=\rho e^{U}+C_{2} V \tag{29}
\end{equation*}
$$

where $e^{U}=\left[e^{u_{1}}, \ldots, e^{u_{N}}\right]^{T}, V=\left[a_{1}, \ldots, a_{N}\right]^{T}, \rho=-\lambda h^{\alpha-1} \Gamma(3-\alpha)$ and

$$
F_{1}=\left(\begin{array}{cccccc}
a_{1} & 0 & 0 & 0 & \ldots & 0  \tag{30}\\
a_{2}-a_{1} & a_{1} & 0 & 0 & \ldots & 0 \\
a_{3}-a_{2} & a_{2}-a_{1} & a_{1} & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
a_{N-1}-a_{N-2} & a_{N-2}-a_{N-3} & \ldots & a_{2}-a_{1} & a_{1} & 0 \\
a_{N}-a_{N-1} & a_{N-1}-a_{N-2} & \ldots & a_{3}-a_{2} & a_{2}-a_{1} & a_{1}
\end{array}\right) .
$$

Similar to $\alpha=2$ case, for $i=1, \ldots, N$, Eq. (28) can be used to form a system including $N$ equations and $N$ unknowns $u_{1}, \ldots, u_{N}$, that can be solved by Maple software.

Now, we discuss the issue of convergence. For convergence analysis of fractional case, we need the following Lemma.

Lemma 2 [29] Suppose $u \in C^{3}\left[0, x_{i}\right]$, then

$$
\begin{align*}
& \left|\int_{0}^{x_{i}} \frac{u^{\prime \prime}(s)}{\left(x_{i}-s\right)^{\alpha-1}} d s-\sum_{k=0}^{i-1} \frac{u^{\prime}\left(x_{k+1}\right)-u^{\prime}\left(x_{k}\right)}{h} \int_{x_{k}}^{x_{k+1}} \frac{1}{\left(x_{i}-s\right)^{\alpha-1}} d s\right|  \tag{31}\\
& \leq \frac{1}{2-\alpha}\left[\frac{2-\alpha}{12}+\frac{2^{3-\alpha}}{3-\alpha}-\left(1+2^{1-\alpha}\right)\right] \max _{0 \leq s \leq x_{i}}\left|u^{\prime \prime \prime}(s)\right| h^{3-\alpha} .
\end{align*}
$$

From Eq. (27), we have

$$
\begin{equation*}
D^{\alpha} u\left(x_{i}\right)=\frac{1}{h^{\alpha-1} \Gamma(3-\alpha)} \sum_{k=0}^{i-1} a_{i-k}\left(u^{\prime}\left(x_{k+1}\right)-u^{\prime}\left(x_{k}\right)\right)+R_{i}, \quad i=1, \ldots, N \tag{32}
\end{equation*}
$$

where according to Lemma 2

$$
R_{i} \leq \frac{1}{2-\alpha}\left[\frac{2-\alpha}{12}+\frac{2^{3-\alpha}}{3-\alpha}-\left(1+2^{1-\alpha}\right)\right] \max _{0 \leq s \leq x_{i}}\left|u^{\prime \prime \prime}(s)\right| h^{3-\alpha}
$$

For $x=x_{i}$, by replacing Eq. (32) in Eq. (1), we have

$$
\begin{equation*}
\sum_{k=0}^{i-1} a_{i-k}\left(u^{\prime}\left(x_{k+1}\right)-u^{\prime}\left(x_{k}\right)\right)=\rho e^{u\left(x_{i}\right)}+\tilde{R}_{i}, \quad i=1, \ldots, N \tag{33}
\end{equation*}
$$

where $\rho=-\lambda h^{\alpha-1} \Gamma(3-\alpha)$ and $\tilde{R}_{i}=h^{\alpha-1} \Gamma(3-\alpha) R_{i}, i=1, \ldots, N$.
In matrix form, Eq. (33) is equivalent to

$$
\begin{equation*}
F_{1} U^{\prime}(x)=\rho e^{U(x)}+C_{2} V+\tilde{R} \tag{34}
\end{equation*}
$$

where $F_{1}$ is the matrix defined in relation (30), $U^{\prime}(x)=\left[u^{\prime}\left(x_{1}\right), \ldots, u^{\prime}\left(x_{N}\right)\right]^{T}, e^{U(x)}=\left[e^{u\left(x_{1}\right)}, \ldots, e^{u\left(x_{N}\right)}\right]^{T}$ and $\tilde{R}=h^{\alpha-1} \Gamma(3-\alpha)\left[R_{1}, \ldots, R_{N}\right]^{T}$.

Theorem 2 Let $U(x)=\left[u\left(x_{1}\right), \ldots, u\left(x_{N}\right)\right]^{T}$ be the vector of exact solution of Eq. (1) along with its initial conditions at points $x_{0}, x_{1}, \ldots, x_{N}$, and let $U=\left[u_{1}, \ldots, u_{N}\right]^{T}$ be the numerical solution obtained by Eq. (28). Then, we have

$$
\begin{equation*}
\|E\| \leq O\left(h^{3-\alpha}\right) \tag{35}
\end{equation*}
$$

provided $h \rho\left\|C^{-1}\right\|\left\|F_{1}^{-1}\right\|\|J\| \leq 1$ where $E=U(x)-U$ and

$$
J=\left(\begin{array}{cccc}
e^{u_{1}} & 0 & \ldots & 0 \\
0 & e^{u_{2}} & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & e^{u_{N}}
\end{array}\right)
$$

Proof. According to Eq. (34) and Eq. (29), for exact and numerical solution, we have

$$
\left\{\begin{array}{l}
F_{1} U^{\prime}(x)=\rho e^{U(x)}+C_{2} V+\tilde{R}  \tag{36}\\
F_{1} U^{\prime}=\rho e^{U}+C_{2} V
\end{array}\right.
$$

Using Eq. (36), one concludes that

$$
\begin{equation*}
F_{1}\left(U^{\prime}(x)-U^{\prime}\right)=\rho\left(e^{U(x)}-e^{U}\right)+\tilde{R} \tag{37}
\end{equation*}
$$

Therefore, by replacing $U^{\prime}=\frac{1}{h} C U$ from (6) and $U^{\prime}(x)=\frac{1}{h} C U(x)+T$ in Eq. (37), we have

$$
\begin{equation*}
\frac{1}{h} C(U(x)-U)-\rho F_{1}^{-1}\left(e^{U(x)}-e^{U}\right)=F_{1}^{-1} \tilde{R}+T \tag{38}
\end{equation*}
$$

where $T \equiv O\left(h^{4}\right)$ is the local trunction error of system (4).
We now $e^{U(x)}-e^{U} \approx J E$, so it can be written

$$
\left(C-h \rho F_{1}^{-1} J\right) E=h\left(F_{1}^{-1} \tilde{R}+T\right) \Rightarrow\left(I-h \rho C^{-1} F_{1}^{-1} J\right) E=h C^{-1}\left(F_{1}^{-1} \tilde{R}+T\right)
$$

Now, if $h \rho\left\|C^{-1}\right\|\left\|F_{1}^{-1}\right\|\|J\| \leq 1$ then $\left(I-h \rho C^{-1} F_{1}^{-1} J\right)$ is invertible and

$$
\begin{gathered}
E=h\left(I-h \rho C^{-1} F_{1}^{-1} J\right)^{-1} C^{-1}\left(F_{1}^{-1} \tilde{R}+T\right) \\
\|E\| \leq h\left\|\left(I-h \rho C^{-1} F_{1}^{-1} J\right)^{-1}\right\|\left\|C^{-1}\right\|\left(\left\|F_{1}^{-1}\right\|\|\tilde{R}\|+\|T\|\right)
\end{gathered}
$$

It follows that

$$
\|E\| \leq \frac{h\left\|C^{-1}\right\|\left(\left\|F_{1}^{-1}\right\|\|\tilde{R}\|+\|T\|\right)}{1-h \rho\left\|C^{-1}\right\|\left\|F_{1}^{-1}\right\|\|J\|}
$$

we note that $\|\tilde{R}\| \equiv O\left(h^{2}\right)$, so

$$
\|E\| \leq \frac{O\left(h^{3}\right)}{O\left(h^{\alpha}\right)}+\frac{O\left(h^{5}\right)}{O\left(h^{\alpha}\right)}=O\left(h^{3-\alpha}\right)+O\left(h^{5-\alpha}\right) \equiv O\left(h^{3-\alpha}\right) .
$$

## 5 Numerical results

In this section, we apply our compact finite difference schemes to three example, to illustrate its effectiveness. Maple 17 is used for obtaining numerical results.

Example 1 Consider the following Bratu type differential equation of fractional order

$$
\left\{\begin{array}{l}
D^{\alpha} u(x)-2 \exp (u(x))=0, \quad 1<\alpha \leq 2, \quad 0<x<1 .  \tag{39}\\
u(0)=0, \quad u^{\prime}(0)=0 .
\end{array}\right.
$$

The exact solution for $\alpha=2$ is $u(x)=-2 \ln (\cos x)$ [26].
In Figure 1, comparison between the exact solution for $\alpha=2$ and numerical solution for $\alpha=1.5,1.6,1.7,1.8,1.9,1.95,2$ is shown. Also, Table 1 presents numerical solutions at some points of $[0,1]$ and for
different values of $\alpha$.
We have calculated the rate of convergence of our methods (denoted by $R O C$ ) with the following formula

$$
\begin{equation*}
R O C=\log _{2}\left(\frac{\text { Error}^{2 h}}{\text { Error }^{h}}\right) \tag{40}
\end{equation*}
$$

Table 2 shows the obtained maximum errors and ROC for $\alpha=2$ and $N=5,10,20,40,80$. Also, Figure 2 shows the numerical and exact solutions for $\alpha=2$ and $N=20$.

In Table 3, we compare between the error of solutions of the present method with RKM [26] and BCM [27] for $\alpha=2$. Also, in Table 4, we compare between the approximate solution of the present method with RKM [26] and BCM [27] at points $0.1,0.2, \ldots, 1$, for $\alpha=1.9$.

Table 1. Numerical solutions of Example 1 for $\alpha=1.5,1.6,1.7,1.8,1.9,1.95,2$ and $N=10$

| $\alpha$ | 1.5 | 1.6 | 1.7 | 1.8 | 1.9 | 1.95 | 2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $N$ | 10 | 10 | 10 | 10 | 10 | 10 | 10 |
| $x$ |  |  |  |  |  |  |  |
| 0.1 | $-7.55 \times 10^{-2}$ | $-1.22 \times 10^{-2}$ | $8.15 \times 10^{-3}$ | $1.11 \times 10^{-2}$ | $1.03 \times 10^{-2}$ | $9.63 \times 10^{-3}$ | $1.00 \times 10^{-2}$ |
| 0.2 | $1.01 \times 10^{-2}$ | $5.42 \times 10^{-2}$ | $6.10 \times 10^{-2}$ | $5.45 \times 10^{-2}$ | $4.65 \times 10^{-2}$ | $4.29 \times 10^{-2}$ | $4.02 \times 10^{-2}$ |
| 0.3 | $9.72 \times 10^{-2}$ | $1.41 \times 10^{-1}$ | $1.40 \times 10^{-1}$ | $1.23 \times 10^{-1}$ | $1.05 \times 10^{-1}$ | $9.80 \times 10^{-2}$ | $9.14 \times 10^{-2}$ |
| 0.4 | $2.47 \times 10^{-1}$ | $2.70 \times 10^{-1}$ | $2.50 \times 10^{-1}$ | $2.19 \times 10^{-1}$ | $1.90 \times 10^{-1}$ | $1.78 \times 10^{-1}$ | $1.64 \times 10^{-1}$ |
| 0.5 | $4.02 \times 10^{-1}$ | $4.23 \times 10^{-1}$ | $3.90 \times 10^{-1}$ | $3.43 \times 10^{-1}$ | $3.00 \times 10^{-1}$ | $2.82 \times 10^{-1}$ | $2.61 \times 10^{-1}$ |
| 0.6 | $6.31 \times 10^{-1}$ | $6.28 \times 10^{-1}$ | $5.70 \times 10^{-1}$ | $5.01 \times 10^{-1}$ | $4.41 \times 10^{-1}$ | $4.15 \times 10^{-1}$ | $3.84 \times 10^{-1}$ |
| 0.7 | $8.90 \times 10^{-1}$ | $8.76 \times 10^{-1}$ | $7.91 \times 10^{-1}$ | $6.98 \times 10^{-1}$ | $6.16 \times 10^{-1}$ | $5.82 \times 10^{-1}$ | $5.36 \times 10^{-1}$ |
| 0.8 | 1.26 | 1.21 | 1.07 | $9.45 \times 10^{-1}$ | $8.35 \times 10^{-1}$ | $7.89 \times 10^{-1}$ | $7.23 \times 10^{-1}$ |
| 0.9 | 1.77 | 1.65 | 1.50 | 1.26 | 1.11 | 1.04 | $9.51 \times 10^{-1}$ |
| 10 | 2.67 | 2.35 | 1.97 | 1.68 | 1.46 | 1.37 | 1.23 |



Figure 1. Comparison between exact solution of Example 1 for $\alpha=2$ and numerical solutions for $\alpha=1.5,1.6,1.7,1.8,1.9,1.95,2$ and $N=10$

Example 2 Consider the following Bratu-type differential equation

$$
\left\{\begin{array}{l}
D^{\alpha} u(x)-\exp (2 u(x))=0, \quad 1<\alpha \leq 2, \quad 0<x<1 .  \tag{41}\\
u(0)=0, \quad u^{\prime}(0)=0 .
\end{array}\right.
$$

Table 2. Maximum absolute errors and ROC of Example 1 for $\alpha=2$ and $N=5,10,20,40,80$

| $N$ | MaxError | ROC |
| :--- | :--- | :--- |
| 5 | $1.67 \times 10^{-3}$ | - |
| 10 | $8.32 \times 10^{-5}$ | 4.33 |
| 20 | $4.43 \times 10^{-6}$ | 4.23 |
| 40 | $2.38 \times 10^{-7}$ | 4.22 |
| 80 | $1.36 \times 10^{-8}$ | 4.11 |



Figure 2. Comparison between exact solution and numerical solution of Example 1 for $\alpha=2$ and $N=10$

Table 3. Comparison between the absolute error of solution by our method with RKM [26] and BCM [27] for $\alpha=2$, for Example 1

| $x$ | error of proposed method | error of RKM [26] | error of BCM [27] |
| :--- | :--- | :--- | :--- |
| 0.1 | $7.89 \times 10^{-6}$ | $1.67 \times 10^{-5}$ | $2.98 \times 10^{-3}$ |
| 0.2 | $1.23 \times 10^{-5}$ | $3.10 \times 10^{-7}$ | 0 |
| 0.3 | $1.71 \times 10^{-5}$ | $1.13 \times 10^{-6}$ | $1.69 \times 10^{-4}$ |
| 0.4 | $2.26 \times 10^{-5}$ | $2.12 \times 10^{-4}$ | $1.11 \times 10^{-4}$ |
| 0.5 | $2.90 \times 10^{-5}$ | $2.90 \times 10^{-6}$ | 0 |
| 0.6 | $3.69 \times 10^{-5}$ | $4.10 \times 10^{-6}$ | 0 |
| 0.7 | $4.72 \times 10^{-5}$ | $6.50 \times 10^{-6}$ | $7.77 \times 10^{-4}$ |
| 0.8 | $6.14 \times 10^{-5}$ | $7.50 \times 10^{-6}$ | 0 |
| 0.9 | $8.32 \times 10^{-5}$ | $3.35 \times 10^{-5}$ | $3.47 \times 10^{-3}$ |
| 1.0 | $1.29 \times 10^{-5}$ | $4.37 \times 10^{-5}$ | 0 |

Table 4. Comparison between the approximate solution of the present method with RKM [26] and BCM [27] for $\alpha=1.9$ and $N=10$ for Example 1

| $x$ | solution of proposed method | solution of RKM [26] | solution of BCM [27] |
| :--- | :--- | :--- | :--- |
| 0.1 | $1.03 \times 10^{-2}$ | $1.31 \times 10^{-2}$ | $1.03 \times 10^{-2}$ |
| 0.2 | $4.65 \times 10^{-2}$ | $5.14 \times 10^{-2}$ | $4.02 \times 10^{-2}$ |
| 0.3 | $1.05 \times 10^{-1}$ | $1.13 \times 10^{-1}$ | $9.12 \times 10^{-2}$ |
| 0.4 | $1.90 \times 10^{-1}$ | $1.99 \times 10^{-1}$ | $1.64 \times 10^{-1}$ |
| 0.5 | $3.00 \times 10^{-1}$ | $3.11 \times 10^{-1}$ | $2.61 \times 10^{-1}$ |
| 0.6 | $4.41 \times 10^{-1}$ | $4.51 \times 10^{-1}$ | $3.84 \times 10^{-1}$ |
| 0.7 | $6.16 \times 10^{-1}$ | $6.23 \times 10^{-1}$ | $5.36 \times 10^{-1}$ |
| 0.8 | $8.35 \times 10^{-1}$ | $8.38 \times 10^{-1}$ | $7.23 \times 10^{-1}$ |
| 0.9 | 1.11 | 1.11 | $9.51 \times 10^{-1}$ |
| 1.0 | 1.46 | 1.43 | 1.23 |

The exact solution for $\alpha=2$ is $u(x)=\ln (\sec x)$ [26].
In Figure 3, we compare between the exact solution for $\alpha=2$ and numerical solution for $\alpha=1.5,1.6,1.7,1.8,1.9,1.95,2$ is shown. Also, Table 5 presents numerical solutions at some points of $[0,1]$ and for different values of $\alpha$. Table 6 shows the obtained maximum errors and ROC for $\alpha=2$ and $N=5,10,20,40,80$. Figure 4 shows the exact solution and approximate solution for $\alpha=2$ and $N=20$.

In Table 7, we compare between the maximum absolute errors of the present method with RKM [26] and BCM [27] for $\alpha=$ 2. In Table 8, we compare between the approximate solution of the present method with RKM [26] and BCM [27] for $\alpha=1.9$ and $N=10$.

Table 5. Numerical solutions of Example 2 for $\alpha=1.5,1.6,1.7,1.8,1.9,1.95,2$ and $N=10$

| $\alpha$ | 1.5 | 1.6 | 1.7 | 1.8 | 1.9 | 1.95 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $N$ | 10 | 10 | 10 | 10 | 10 | 10 |  |
| $x$ |  |  |  |  |  |  |  |
| 0.1 | $-3.77 \times 10^{-2}$ | $-6.09 \times 10^{-3}$ | $4.08 \times 10^{-3}$ | $5.58 \times 10^{-3}$ | $5.17 \times 10^{-3}$ | $4.82 \times 10^{-3}$ | $5.01 \times 10^{-3}$ |
| 0.2 | $5.08 \times 10^{-3}$ | $2.71 \times 10^{-2}$ | $3.05 \times 10^{-2}$ | $2.73 \times 10^{-2}$ | $2.33 \times 10^{-2}$ | $2.14 \times 10^{-2}$ | $2.01 \times 10^{-2}$ |
| 0.3 | $4.86 \times 10^{-2}$ | $7.05 \times 10^{-2}$ | $6.97 \times 10^{-2}$ | $6.13 \times 10^{-2}$ | $5.28 \times 10^{-2}$ | $4.90 \times 10^{-2}$ | $4.57 \times 10^{-2}$ |
| 0.4 | $1.23 \times 10^{-1}$ | $1.35 \times 10^{-1}$ | $1.25 \times 10^{-1}$ | $1.09 \times 10^{-1}$ | $9.49 \times 10^{-2}$ | $8.86 \times 10^{-2}$ | $8.22 \times 10^{-2}$ |
| 0.5 | $2.01 \times 10^{-1}$ | $2.11 \times 10^{-1}$ | $1.95 \times 10^{-1}$ | $1.71 \times 10^{-1}$ | $1.50 \times 10^{-1}$ | $1.40 \times 10^{-1}$ | $1.31 \times 10^{-1}$ |
| 0.6 | $3.15 \times 10^{-1}$ | $3.14 \times 10^{-1}$ | $2.85 \times 10^{-1}$ | $2.50 \times 10^{-1}$ | $2.21 \times 10^{-1}$ | $2.07 \times 10^{-1}$ | $1.92 \times 10^{-1}$ |
| 0.7 | $4.45 \times 10^{-1}$ | $4.38 \times 10^{-1}$ | $3.96 \times 10^{-1}$ | $3.49 \times 10^{-1}$ | $3.08 \times 10^{-1}$ | $2.91 \times 10^{-1}$ | $2.68 \times 10^{-1}$ |
| 0.8 | $6.33 \times 10^{-1}$ | $6.04 \times 10^{-1}$ | $5.39 \times 10^{-1}$ | $4.72 \times 10^{-1}$ | $4.18 \times 10^{-1}$ | $3.95 \times 10^{-1}$ | $3.61 \times 10^{-1}$ |
| 0.9 | $8.84 \times 10^{-1}$ | $8.27 \times 10^{-1}$ | $7.25 \times 10^{-1}$ | $6.30 \times 10^{-1}$ | $5.55 \times 10^{-1}$ | $5.23 \times 10^{-1}$ | $4.75 \times 10^{-1}$ |
| 1.0 | 1.33 | 1.17 | $9.86 \times 10^{-1}$ | $8.38 \times 10^{-1}$ | $7.30 \times 10^{-1}$ | $6.87 \times 10^{-1}$ | $6.16 \times 10^{-1}$ |



Figure 3. Comparison between exact solution of Example 2 for $\alpha=2$ and
numerical solutions obtained by the present method for $\alpha=1.5,1.6,1.7,1.8,1.9,1.95,2$ and $N=10$

Example 3 We consider Bratu-type equation with the following initial conditions

$$
\left\{\begin{array}{l}
D^{\alpha} u(x)+\pi^{2} \exp (-u(x))=0, \quad 1<\alpha \leq 2, \quad 0<x<1 .  \tag{42}\\
u(0)=0, \quad u^{\prime}(0)=\pi .
\end{array}\right.
$$

For $\alpha=2$, the exact solution is $u(x)=\ln (1+\sin \pi x)$ [26].
In Figure 5, we compare between the exact solution for $\alpha=2$ and approximate solution for $\alpha=1.7,1.8,1.9,1.95,1.99$. In Table 9, these approximate solutions are presented.

Table 6. Maximum absolute errors and ROC of Example 2 for $\alpha=2$ and $N=5,10,20,40,80$

| $N$ | MaxError | ROC |
| :--- | :--- | :--- |
| 5 | $8.34 \times 10^{-4}$ | - |
| 10 | $4.16 \times 10^{-5}$ | 4.32 |
| 20 | $2.22 \times 10^{-6}$ | 4.23 |
| 40 | $1.92 \times 10^{-7}$ | 3.53 |
| 80 | $6.80 \times 10^{-9}$ | 4.82 |



Figure 4. Comparison between exact solution and numerical solution of Example 2 for $\alpha=2$ and $N=10$
Table 7. Comparison between the absolute error of solution by present method with RKM [26] and BCM [27] for $\alpha=2$, for Example 2

| $x$ | error of proposed method | error of RKM [26] | error of BCM [27] |
| :--- | :--- | :--- | :--- |
| 0.1 | $3.95 \times 10^{-6}$ | $8.33 \times 10^{-6}$ | $1.40 \times 10^{-5}$ |
| 0.2 | $6.15 \times 10^{-6}$ | $1.51 \times 10^{-7}$ | $2.05 \times 10^{-11}$ |
| 0.3 | $8.57 \times 10^{-6}$ | $6.40 \times 10^{-7}$ | $2.63 \times 10^{-5}$ |
| 0.4 | $1.13 \times 10^{-5}$ | $1.02 \times 10^{-6}$ | $3.54 \times 10^{-10}$ |
| 0.5 | $1.45 \times 10^{-5}$ | $1.35 \times 10^{-6}$ | $1.08 \times 10^{-4}$ |
| 0.6 | $1.85 \times 10^{-5}$ | $1.90 \times 10^{-6}$ | $2.40 \times 10^{-4}$ |
| 0.7 | $2.36 \times 10^{-5}$ | $3.20 \times 10^{-6}$ | $2.51 \times 10^{-4}$ |
| 0.8 | $3.07 \times 10^{-5}$ | $3.50 \times 10^{-6}$ | $1.00 \times 10^{-10}$ |
| 0.9 | $4.16 \times 10^{-5}$ | $1.65 \times 10^{-5}$ | $3.97 \times 10^{-4}$ |
| 1.0 | $6.48 \times 10^{-6}$ | $2.14 \times 10^{-5}$ | 0 |

Table 8. Comparison between the approximate solution of the present method with RKM [26] and BCM [27] for $\alpha=1.9$ and $N=10$ for Example 2

| $x$ | solution of proposed method | solution of RKM [26] | solution of BCM [27] |
| :--- | :--- | :--- | :--- |
| 0.1 | $5.17 \times 10^{-3}$ | $6.54 \times 10^{-3}$ | $6.54 \times 10^{-3}$ |
| 0.2 | $2.33 \times 10^{-2}$ | $2.57 \times 10^{-2}$ | $2.33 \times 10^{-2}$ |
| 0.3 | $5.28 \times 10^{-2}$ | $5.66 \times 10^{-2}$ | $4.84 \times 10^{-2}$ |
| 0.4 | $9.49 \times 10^{-2}$ | $9.96 \times 10^{-2}$ | $8.22 \times 10^{-2}$ |
| 0.5 | $1.50 \times 10^{-1}$ | $1.56 \times 10^{-1}$ | $1.27 \times 10^{-1}$ |
| 0.6 | $2.21 \times 10^{-1}$ | $2.25 \times 10^{-1}$ | $1.85 \times 10^{-1}$ |
| 0.7 | $3.08 \times 10^{-1}$ | $3.12 \times 10^{-1}$ | $2.61 \times 10^{-1}$ |
| 0.8 | $4.18 \times 10^{-1}$ | $4.18 \times 10^{-1}$ | $4.75 \times 10^{-1}$ |
| 0.9 | $5.55 \times 10^{-1}$ | $5.52 \times 10^{-1}$ | $4.75 \times 10^{-1}$ |
| 1.0 | $7.30 \times 10^{-1}$ | $7.15 \times 10^{-1}$ | $6.15 \times 10^{-1}$ |

In Table 10, we compare between the maximum absolute errors of the present method with RKM [26] and BCM [27] for $\alpha=2$ is accomplished.

Table 9. Numerical solutions of Example 3 obtained by present method for $\alpha=1.7,1.8,1.9,1.95,1.99,2$ and $N=10$

| $\alpha$ | 1.7 | 1.8 | 1.9 | 1.95 | 1.99 | 2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $N$ | 10 | 10 | 10 | 10 | 10 | 10 |
| $x$ |  |  |  |  |  |  |
| 0.1 | $3.28 \times 10^{-1}$ | $2.71 \times 10^{-1}$ | $2.68 \times 10^{-1}$ | $2.71 \times 10^{-1}$ | $2.74 \times 10^{-1}$ | $2.69 \times 10^{-1}$ |
| 0.2 | $4.59 \times 10^{-1}$ | $4.32 \times 10^{-1}$ | $4.56 \times 10^{-1}$ | $4.70 \times 10^{-1}$ | $4.81 \times 10^{-1}$ | $4.62 \times 10^{-1}$ |
| 0.3 | $5.43 \times 10^{-1}$ | $5.31 \times 10^{-1}$ | $5.81 \times 10^{-1}$ | $6.09 \times 10^{-1}$ | $6.30 \times 10^{-1}$ | $5.92 \times 10^{-1}$ |
| 0.4 | $5.42 \times 10^{-1}$ | $5.65 \times 10^{-1}$ | $6.54 \times 10^{-1}$ | $6.98 \times 10^{-1}$ | $7.29 \times 10^{-1}$ | $6.68 \times 10^{-1}$ |
| 0.5 | $5.08 \times 10^{-1}$ | $5.48 \times 10^{-1}$ | $6.76 \times 10^{-1}$ | $7.38 \times 10^{-1}$ | $7.83 \times 10^{-1}$ | $6.93 \times 10^{-1}$ |
| 0.6 | $3.86 \times 10^{-1}$ | $4.68 \times 10^{-1}$ | $6.48 \times 10^{-1}$ | $7.32 \times 10^{-1}$ | $7.91 \times 10^{-1}$ | $6.68 \times 10^{-1}$ |
| 0.7 | $2.11 \times 10^{-1}$ | $3.26 \times 10^{-1}$ | $5.68 \times 10^{-1}$ | $6.78 \times 10^{-1}$ | $7.55 \times 10^{-1}$ | $5.92 \times 10^{-1}$ |
| 0.8 | $-9.15 \times 10^{-2}$ | $9.72 \times 10^{-2}$ | $4.29 \times 10^{-1}$ | $5.72 \times 10^{-1}$ | $6.70 \times 10^{-1}$ | $4.62 \times 10^{-1}$ |
| 0.9 | $-5.38 \times 10^{-1}$ | $-2.42 \times 10^{-1}$ | $2.19 \times 10^{-1}$ | $4.06 \times 10^{-1}$ | $5.32 \times 10^{-1}$ | $2.69 \times 10^{-1}$ |
| 1.0 | -1.37 | $-7.77 \times 10^{-1}$ | $-8.53 \times 10^{-2}$ | $1.67 \times 10^{-1}$ | $3.30 \times 10^{-1}$ | 0 |



Figure 5. Comparison between exact solution of Example 3 for $\alpha=2$ and numerical solutions by the proposed method for $\alpha=1.7,1.8,1.9,1.95,1.99,2$ and $N=10$

Table 10. Comparison between the maximum absolute errors of solution by our method with RKM [26] and BCM [27] for $\alpha=2$

| by our method |  |  |  |  | proposed method | RKM [26] | BCM [27] |
| :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: |
| Example 1 | $8.32 \times 10^{-5}$ | $2.12 \times 10^{-4}$ | $3.47 \times 10^{-3}$ |  |  |  |  |
| Example 2 | $4.16 \times 10^{-5}$ | $2.14 \times 10^{-5}$ | $3.97 \times 10^{-4}$ |  |  |  |  |

## 6 Conclusion

In this paper, the compact finite difference schemes were proposed for the numerical solution of the Bratu-type differential equation of fractional and non-fractional order. Convergence analysis for them was investigated. Numerical
solutions presented in Tables 1, 2, 3, 4, 5, 6, 7, 8, 9 and 10 showed that the proposed methods are effective. Another advantage of the adopted technique is that the presented method has a simple implementation process, i.e. its computer programming is very easy and fast.
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