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Abstract: This article involves a new search model for a randomly located target; it looks into greater depth at search theory, the

proposed model constructs the search for a three-dimensional randomly located target in a known region, using two searchers. The

search region is divided into two subzones. The central issue is to calculate the expected time of detecting the target in case of SST

(symmetric Search Technique) and AST (Asymmetric Search Technique), by using trivariate known distribution. This work introduces a

statistical technique as an optimization problem. The crux of the matter is to obtain the optimal search path that minimizes the expected

time of detecting the lost target. As a result, the optimal values will demonstrate the applicability of this technique.

Keywords: Search Theory,lost submarine, 3-D search algorithm, optimal search, minimizing the expected time, SST, AST, probability
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1. Introduction

The study of search theory has many practical aspects. It started with the Second World War when U. S. navy worked
in its antisubmarine warfare operations research group. The main purpose was to study the German submarine threaten in
the Atlantic. Nowadays, search theory has become an important field of research in many applications. The linear search
was the beginning in these applications, like searching for a defective unit in a large linear electric system, El-Rayes [1],
Mohamed, and Abou Gabal [2–4]. Sometimes, the search problems impose the use of more than one searcher such as,
for instance, in searching for a valuable target or a serious target. Yang [5, 6, 8] and Gao [7] investigated an optimization
techniques to minimize the value of detecting time. Previously, the coordinated search techniques were studied on the line
in both cases, symmetric and asymmetric distributions [9–11]. In addition, Thomas [12] illustrated the coordinated search
on the circle with a known radius, and the target is equally likely to be anywhere on its circumference. Mohamed, Abou
Gabal, and El-Hadidy [13,14] studied coordinated techniques in the plane when the target has symmetric and asymmetric
distributions, and the optimal search plan was illustrated. Recently, El-Hadidy and El-Bagoury [15] introduced a search
model in the three dimensional space that determines a located target in a 3-D known zone by a single searcher, also,
El-Hadidy and El-Bagoury [16] developed the technique to be a coordinated search technique that finds a 3-dimensional
randomly located target by two searchers. More recently, Caraballo, Teamah, and El-Bagoury [17] suggested a modern
model that facilities searching procedures using a quartile 3-dimensional statistical analysis, for more different kinds of
search plans, [21–23].

In this paper, we introduce a new search model in 3-dimensions by using two searchers in both SST and AST. The
contents are organized as follows: The correct statement of our problem is stated with the design of the searching
framework, and the statement with the searching technique are, respectively analyzed in sections 2. While the expected
time of detecting the target in case of SST and AST are illustrated in section 3. An optimal condition ensuring finite
expected time of searching will be described in section 4. The effectiveness of this strategy will be illustrated in Section
5 by analyzing an application from the real world. Finally, some conclusions and comments about future research are
included in the Conclusions section.
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2. Mathimatical formulation

The disappearance of submarines became an ubiquitous problem facing any army. It is not easy to find the best ways
to detect lost submarines in the depth of seas or oceans. On November 15, 2017, the Argentine Navy spokesperson
announced that the ARA San Juan submarine had been disappeared. Nearly 24 countries around the world participated
with efforts to find ARA San Juan submarine or any of the survivors. This paper is concerned with the problem of finding
a lost submarine in a 3-dimensional known region. We have two searchers trying to detect the target in the minimal
expected time. The target position is unknown, but the searchers know its probability distribution. Our scenario is more
applicable and more effective in real world search scenarios. The main purpose here is obtaining the optimal search plan
that minimizes the expected value of the time to detect the lost submarine, assuming trivariate standard normal distribution
in case of symmetric search technique. Most of the processes are followed (SST) symmetric search technique, now the
question is what will we do if the two zones are not equal, also is what will we do if the nature of one is more complex
than the other coral reef rocks. So we have to add another technique (AST), asymmetric search technique, to facilitate the
search process. A 3-dimensional zone and divided by two planes as indicated in Figures 1 and 2. The planes intersecting
the initial point (0,0,0) and the target is randomly located in the space of search. There are two searchers that looks for
the target from the initial point using a continuous path where distance equals time.

2.1 In case of (SST)

(I) Start searching from the initial point (0,0,0).
(II) Search inside the first cubic, C1, and its tracks following these steps:

(i) Move d1 unit length towards point p1

(ii) Turn 90◦ clockwise and move d1 unit length.
(iii) Turn 90◦ clockwise, move d1 units, extending the search process to another d1 unit length, along the same direction.
(iv) Turn 90◦ clockwise, moving d1 unit length.
(v) Turn 90◦ clockwise, moving forward d1 unit length towards the initial point (0,0,0).

(III) If the submarine is not detected, we should carry the searching in the second cube, C2, and its tracks. The searcher will
move to the second point, p2, with d2 unit length, and repeat the searching process with d2 unit length, if the submarine
is still not detected, the searcher will retrace the same steps as far as d3 to check the next cube and its tracks, and so
on until the submarine is detected as illustrated in Fig. 1. The searcher should use a sensor in his searching; the sensor
range will be equal to di, i = 1,2,3. . . .n.

The second searcher:

In the second zone, the second searcher will search as follows:

(I) Start searching from the initial point (0,0,0).
(II) Search inside the first cubic, C′

1, and its tracks following these steps:
(i) Move d1 unit length towards the point p′1

(ii) Turn 90◦ counter clockwise and move d1 unit length.
(iii) Turn 90◦ counter clockwise, move d1 units, extending the search process to another d1 unit length, along the same

direction.
(iv) Turn 90◦ counter clockwise, moving d1 unit length.
(v) Turn 90◦ counter clockwise, moving forward by d1 unit length towards the initial point (0,0,0) .

(III) If the submarine is not detected, we should carry the searching in the second cube, C′
2, and its tracks. The searcher

will move to the second point, p′2, with d2 unit length, and repeat the searching process with d2 unit length, if the
submarine is still not detected, the searcher will retrace the same steps as far as d3 to check the next cube, C′

3, and its
tracks, and so on until the submarine is detected as illustrated in Fig. 1. The searcher should use a sensor, the sensor
range will be equal to di, i = 1,2,3. . . .n.
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Fig. 1: SST

2.2 In case of (AST):

The first searcher will follow the same steps in case of (SST).
The second searcher will move as follows:

Fig. 2: AST

(I) Start searching from the initial point (0,0,0).
(II) Search inside the first cubic and its tracks following these steps:

(i) Move 0.5d1 unit length towards the point p′1
(ii) Turn 90◦ counter clockwise and move 0.5d1 unit length.

(iii) Turn 90◦ counter clockwise, move 0.5d1 units, extending the search process to another 0.5d1 unit length, along
the same direction.
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(iv) Turn 90◦ counter clockwise, moving 0.5d1 unit length.
(v) Turn 90◦ counterclockwise, moving forward 0.5d1 unit length towards the initial point (0,0,0).

(III) If the submarine is not detected, we should carry the searching in the second cube, C′
2, and its tracks. The searcher will

move to the second point, p′2, with 0.5d2 unit length and repeat the searching process with 0.5d2 unit length, if the
submarine still not detected, the searcher will retrace the same steps as far as 0.5d3 to check the next cube, C′

3, and its
tracks, and so on until the submarine is detected as illustrated in Fig. 2. The searcher should use a sensor, the sensor
range will be equal to di, i = 1,2,3. . . ,n.

3. Finite expected value

3.1 In case of (SST):

Theorem 3.1. By considering that the submarine has symmetric trivariate known distribution, the expected time of SST
to detect the submarine is given by:

12∑n
i=1

{

(di)
[

ξi − ξi−1

]}

(1)

Proof. Supposing the search path and the submarine has symmetric trivariate known distribution, for the first searcher, if
the target lies in the first cubic, C1, and its track, then D(Γ1) = 6d1, and if the target lies in the space between C1 and C2,
then D(Γ2) = 6d1 + 6d2 . Moreover, if the target lies in the space between and then D(Γ3) = 6d1 + 6d2 + 6d3, etc. Since
SST is used, the second searcher will follow the same steps except for the search direction, which will be opposite,
sometimes, if the target lies in the first cubic, C′

1, and its track, then D(Γ ′
1 ) = 6d1 , if the target lies in the space between

C′
1 and C′

2, then D(Γ ′
2 ) = 6d1 + 6d2. Morever, if the target lies between C′

2 and C′
3, then D(Γ ′

3 ) = 6d1 + 6d2 + 6d3 etc. Let

ξi =

∫ di

−di

∫ di

−di

∫ di

−di

f (x,y,z)dxdydz,

ξi−1 =

∫ di−1

−di−1

∫ di−1

−di−1

∫ di−1

−di−1

f (x,y,z)dxdydz,

ξ1 =

∫ d1

−d1

∫ d1

−d1

∫ d1

−d1

f (x,y,z)dxdydz,

ξ2 =

∫ d2

−d2

∫ d2

−d2

∫ d2

−d2

f (x,y,z)dxdyd,

ξ3 =

∫ d3

−d3

∫ d3

−d3

∫ d3

−d3

f (x,y,z)dxdydz, and

ξn =

∫ dn

−dn

∫ dn

−dn

∫ dn

−dn

f (x,y,z)dxdydz,

ξn−1 =
∫ dn−1

−dn−1

∫ dn−1

−dn−1

∫ dn−1

−dn−1

f (x,y,z)dxdydz,

ηi =

∫ li

−li

∫ li

−li

∫ li

−li

f (x,y,z)dxdydz,

ηi−1 =

∫ li−1

−li−1

∫ li−1

−li−1

∫ li−1

−li−1

f (x,y,z)dxdydz.

So,

D(Γ ,Λ ,F) =
{

6d1

[

ξ1

]}

+ {(6d1+ 6d2)
[

ξ2 − ξ1

]}

+
{

(6d1 + 6d2 + 6d3)
[

ξ3 − ξ2

]}

+ · · ·

+
{

(6d1 + 6d2 + 6d3+ · · ·+ 6dn)
[

ξn − ξn−1

]}

+
{

6d1

[

ξ1

]}

+
{

(6d1 + 6d2)
[

ξ2 − ξ1

]}

+
{

(6d1 + 6d2 + 6d3)
[

ξ3 − ξ2

]}

+ · · ·+
{

(6d1 + 6d2+ 6d3 + · · ·+ 6dn)
[

ξn − ξn−1

]}

.

The expected value of detecting the submarine for the two searchers will be:

D(Γ ,Λ ,F) = 6∑n
i=1[(di){ξi − ξn−1}+(di){ξi − ξi−1}] = 12∑n

i=1

[

(di){ξi − ξi−1}
]

.
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3.2 In case of (AST)

Theorem 3.2. In general, If the submarine has a trivariate asymmetric known distribution, then the expected time of AST
to detect it will be:

Ω(Γ ,Λ ,F) = 6∑n
i=1

[

(di)
{

ηi −ηi−1

}

+(li)
{

ξi − ξi−1

}]

.

Proof. By the same steps in Theorem 3.1.
We suppose in (AST) that the traveled distances for the second searcher will be half the traveled distances for the first,

so from theorem 3.1, we conclude that

Ω(Γ ,Λ ,F) =
{

6d1

[

ξ1

]}

+ {(6d1+ 6d2)
[

ξ2 − ξ1

]}

+
{

(6d1 + 6d2+ 6d3)
[

ξ3 − ξ2

]}

+ · · ·

+
{

(6d1 + 6d2 + 6d3+ · · ·+ 6dn)[ξn − ξn−1]
}

+
{

3d1

[

ξ1

]}

+
{

(3d1 + 3d2)
[

ξ2 − ξ1

]}

+
{

(3d1 + 3d2 + 3d3)
[

ξ3 − ξ2

]}

+ · · ·+
{

(3d1 + 3d2+ 3d3 + · · ·+ 3dn)
[

ξn − ξn

]}

.

The expected value of detecting the submarine for the two searchers will be:

6∑n
i=1

[

(di)
{

ξi − ξi−1

}]

4. Optimal search path

4.1 OSST

Theorem 4.1. If F(x,y,z) is a trivarite standard normal distribution function and has a density function f (x,y,z), supposing
Γ ,Λ ∈ Q are optimal search paths in both sides, then the necessary conditions that give the OSST of d∗

i , i = 1,2, · · ·,n is
proved by solving the following equation:

[di − di+1]
∂

∂di

ξi + ξi = 0. (2)

Proof. From (1), we have

12∑n
i=1

{

(di)
[

ξi − ξi−1

]}

.

Differentianting partially with respect to d1, we get

∂D(Γ ,Λ ,F)

∂d1

= 12d1

{ ∂

∂d1

ξ1

}

+ 12
{

ξ1

}

− 12d2

{ ∂

∂d1

ξ1

}

= 0.

Also,

∂D(Γ ,Λ ,F)

∂d2

= d2

{ ∂

∂d2

ξ2

}

+
{

ξ2

}

− d3

{ ∂

∂d2

ξ2

}

= 0.

By mathematical induction, we obtain

∂D(Γ ,Λ ,F)

∂di

= di

{ ∂

∂di

ξi

}

+
{

ξi

}

− di+1

{ ∂

∂di

ξi

}

=
{

[di − di+1]
∂

∂di

ξi

}

+
{

ξi

}

= 0.

We obtain nonlinear optimization problem, where

min
di

D(Γ ,Λ ,F),

where
0 ≤ ξi ≤ 1,∀i = 1,2, · · ·,n

and
di − di−1 ≥ 0,∀i = 1,2, · · ·,n,

where

D(Γ ,Λ ,F) = 12∑n
i=1

{

(di)
[

ξi − ξi−1

]}
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4.2 OAST

Our main purpose is represented in determine d∗,l∗ for both searchers, which gives the optimal searching paths.

Theorem 4.2. By considering F(x,y,z), a skew distribution function which has a skew density function f (x,y,z), if
Γ ,Λ ∈ Q are the optimal search paths for both searchers, then the necessary conditions are:

ξi − ξi−1 + di

{ ∂

∂ li

[

ηi −ηi−1

]}

= 0 (3)

and

ηi −ηi−1 + li

{ ∂

∂di

[

ξi − ξi−1

}

= 0.

Proof. By the same method in Theorem 4.1, we obtain nonlinear optimization problem, where mindi,li Ω(Γ ,Λ ,F), where

0 ≤ ξi < 1, 0 ≤ ηi < 1, ∀ i = 1,2, · · ·,n,
0 ≤ ξi +ηi ≤ 1∀i = 1,2, · · ·,n

and

di − di−1 ≥ 0, li − li−1 ≥ 0,∀i = 1,2, · · ·,n,
where

Ω(Γ ,Λ ,F) = 6∑n
i=1

{

(di)
[

ηi −ηi−1

]

+ (li)
[

ξi − ξi−1

]}

.

5. Application

IF f (x,y,z) =
(

1√
2π

)3

e−
1
2 (x

2+y2+z2), where −∞ < x < ∞,−∞ < y < ∞,−∞ < z < ∞ is a trivarite normal distribution,

also, using the spherical coordinates x = ρ sinφ cosθ , y = ρ sinφ sinθ and z = ρ cosφ by substituting in (1) we obtain

D(Γ ,Λ ,F) =
6√
2π

∑n
i=1[di]

{

√

π
2

Er f ( di√
2
)− die

− 1
2 d2

i +
√

π
2

Er f (
di−1√

2
)− di−1e

1
2 d2

i−1

}

.

Then the above nonlinear optimization problem will be

min
di

=
6√
2π

∑n
i=1[di]

{

√

π
2

Er f ( di√
2
)− die

− 1
2 d2

i +
√

π
2

Er f (
di−1√

2
)− di−1e

1
2 d2

i−1

}

subject to

di − di−1 ≥ 0,∀i = 1,2, · · ·,n,
√

π

2
Er f (

di√
2
)− die

1
2 d2

i − 6√
2π

≤ 0.

If D(Γ ,Λ ,F) is a convex function, using the necessary conditions of Kuhn-Tucker, we get

6√
2π

∑n
i=1

{

√

π

2
Er f (

di√
2
)− die

− 1
2 d2

i −
√

π

2
Er f (

di−1√
2
)− di−1e−

1
2 d2

i−1 + di

(

e−d2
i−1 + e−

1
2 d2

i−1

+ d2
i e−

1
2 d2

i−1

)}

+ρ1(1)+ρ2

(

e−d2
i−1 + e−

1
2 d2

i−1 + d2
i e−

1
2 d2

i−1

)

= 0and (4)

ρ1(di − di−1) = 0, (5)

ρ2

(
√

π

2
Er f (

di√
2
)− die

1
2 d2

i − 6√
2π

)

= 0. (6)
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By considering d0
∼= 0, we can calculate the optimal values of d∗

i , i = 1,2, · · ·,n after solving the following equation
numerically,

∑n
i=1

{

√

π
2

Er f ( di√
2
)− die

− 1
2 d2

i +
√

π
2

Er f (
di−1√

2
)− di−1e

1
2 d2

i−1 + di

(

d2
i e−

1
2 d2

i

)

}

. (7)

A. H. EL-Bagoury et al, [ [11], [12], [13]] solved these equations in the applications and obtained the optimal values
for all used techniques, here, we developed the technique where we use two searchers instead of coordinated search,
after solving equation (7), we get d1 = 0.1320199880× 10−5 unit length and d2 = 0.1327075136× 10−5 unit length,
d3 = 0.2450857348×10−4 unit length, d4 = 0.3017646106×10−4 unit length.

6. Conclusions and future work

We have designed a modern search technique in the 3-D space, calculated the expected value of the time and obtained
the optimal search path where minimizing the expected value of the time to detect the lost target, the accuracy of the
technique is introduced in a numerical example, in future work, we will investigate an interesting search problem, optimal
search strategy for a randomly moving target in 3-D by using four searchers. In particular, we plan to analyze a medical
application to benefit from the results in the current manuscript in the discovery of diseases or tumors.
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