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Abstract: The mapping semantics that combines the schema-level and the data-level mappings is called bi-level map-
pings. Bi-level mappings enhance data sharing overcoming the limitations of the non-combined approaches. This paper
presents an algorithm for composing two bi-level mappings by using tableaux. Composition of mappings between peers
has several computational advantages in a peer data management system, such as yielding more efficient query transla-
tion, pruning redundant paths, and better query execution plans. We also present a distributed algorithm for computing
direct mapping between two end peers of a series of peers connected by a chain of mappings.
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1. Introduction

In a Peer Data Management System (PDMS), each
peer chooses its own database schemas, and maintains
data independently of other peers. Contrary to the
traditional data integration systems [1,2,8] where a
global mediated schema is required for data exchange,
in a PDMS the semantic relationships exist between a
pair of peers, or among a small set of peers for sharing
data. The data is shared globally among the peers by
traversing the transitive relationships among seman-
tically related peers.

Creating a unique global mediated schema is im-
practical in a PDMS due to the volatility, peer au-
tonomy, and scalability issues. Instead, mappings are
implemented only between pairs of peers to unify the
heterogeneous data sources. These mappings describe
the relationship between the terms used in differ-
ent peers. Schema mappings [10–14] and data map-
pings [5] are used to address the schema-level and
data-level heterogeneity, respectively. Several strate-
gies are introduced for the schema mappings between
the mediated and local schemas including, global-as-
view (GAV) [9], local-as-view (LAV) [10], and global-
and-local-as-view (GLAV) [8]. In GAV approach, the

mediated schema is described in terms of local sources.
In LAV, the local sources are described in terms of the
mediated schema. GLAV is the combination of GAV
and LAV approaches to integrate the mediated and
local schemas.

Schema-level mappings are effective only when the
differences between the schemas are mainly structural,
i.e. attribute values represent the same information,
or can be transformed to be the same. However, data-
level mappings are necessary when semantically re-
lated attribute values differ. Data mappings are im-
plemented by mapping tables [5] which are relations
on the attributes being mapped. The tuples in the
mapping tables show the correspondence between val-
ues in the mapped relations. These tables are treated
as constraints (aka mapping constraints) on the ex-
change of data between peers.

In most of the PDMS systems, both schema-level
and data-level heterogeneity occur simultaneously.
Section 2 shows a situation of answering a query in
a PDMS where neither schema-level nor data-level
mappings are good enough to tackle the situation
separately. Rather a combined approach is needed
which will address both data-level and schema-level
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Figure 1 General Scenario of P2P System [16]

heterogeneity at the same time. Addressing the need
of the combined mappings, authors in [15,16] pre-
sented the semantics of mappings that combine both
the schema-level and the data-level mappings. This
combined mapping is called bi-level mapping.

Combining two mappings into a single one is called
mapping composition. Composition of mappings be-
tween peers has several computational advantages in
a PDMS, such as yielding more efficient query trans-
lation, pruning redundant paths, and better query
execution plans. This paper introduces a tableau
based [3] technique for composing the bi-level map-
pings. Essentially, the bi-level mappings are first ex-
pressed by tableaux [3]. Then the composition is per-
formed by manipulating those tableaux. Sometimes it
is necessary to compose a series of mappings to deduce
direct mapping between the two end points of a chain
of peers that is called chain composition. The paper
also presents a distributed algorithm that distributes
the computation load among the peers for computing
the chain composition of the bi-level mappings.

The paper is organized as follows: Section 2
presents the general scenario of a PDMS and discusses
the need of the bi-level mappings by giving a motivat-
ing example. Section 3 gives the model of a PDMS and
discusses the semantics of bi-level mappings. Section 4
presents the composition process of bi-level mappings.
Section 5 discusses the algorithm of chain composition
of bi-level mappings. Section 6 reviews related work.
Finally, Section 7 discusses some conclusive remarks.

2. PDMS with bi-level Mapping

This section discusses a peer database management
system considering bi-level mappings. Figure 1 de-
picts a sample scenario of such a PDMS. As shown
in figure, each peer has its own local source. The local
source in a peer is designed independently during the
creation of the local database of that peer. The re-
sult of a local query posed in a peer is produced from
the local source of the peer. A peer also defines exter-
nal sources that are used to access data from its ac-

quainted peers. An external source is a view of a peer
schema of an acquainted peer and is defined through
GAV mappings. In order to provide a unique access
view of local as well as remote data to the users, each
peer defines a schema called peer schema. This schema
is defined considering the local sources and external
sources. GLAV mappings are used to create the peer
schema.

There are some advantages of using external
sources instead of making direct link between the peer
schemas. Firstly, it can tackle the dynamic nature of
a P2P system with ease. Whenever a peer finds an ac-
quaintance peer for the first time, it creates some ex-
ternal sources and link it both to its own peer schema
and with the peer schema of the acquainted peer. Thus
the external source can be treated by the target peer
in the same way as local sources. When the source peer
of an external source becomes unavailable in the net-
work, it simply becomes an empty relation. Once an
external source is created, any time the correspond-
ing source peer becomes available it gets activated.
Secondly, treating external sources as local sources,
peer schema can be defined in a straight forward and
autonomous way.

Since peers are fully autonomous to design their
database and store data with their own format, het-
erogeneity among the peers may come in two forms:
(i) schema-level and (ii) data-level. Notice that by cre-
ating the mappings through GLAV, the schema-level
heterogeneity can be resolved. Authors in [4] pro-
posed such a scheme for creating mappings between
peers that resolve schema-level heterogeneity. How-
ever, the GLAV approach can not resolve the data-
level heterogeneity among peers. Authors in [5] pro-
posed the mapping table semantics that is used to
resolve data-level heterogeneity between peers. How-
ever, mapping tables are not sufficient for resolv-
ing schema-level heterogeneity. The following example
shows the need for a mapping with higher expressiv-
ity.

Suppose, the peers P1 and P2 in Figure 2 store
employee information to be shared with each other.
Assume that P1 has a local source Empl List(Id,
Name, Position, salary). The attributes Id, Name,
Position, and Salary represent identification number,
name, position, and the salary of an employee respec-
tively. Similarly, P2 stores its employee information
using the local sources Employee(Id, Name, Jid) and
Job Desc(Jid, Job Description). Attributes Jid and
Job Description represent the job identification num-
ber and the title of the job, respectively. Also as-
sume that P1 has an external source E(Name, Po-
sition) that illustrates that peer P1 is interested in
only the names and positions of employees stored in
P2. In order to give a unique access view to the data
stored in P1 and P2, peer P1 defines a peer schema
PS1 which contains a single view N P (Name, Posi-
tion) for its users. Since N P logically integrates in-
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formation from the local source Empl List and the
external source E, their relationships with N P are
N P ⊇ πName,Position(Empl List) and N P ⊇ E
respectively. In the same manner, peer P2 also cre-
ates its peer schema PS2 which contains two views
P2E(Name, Jid) and P2J(Jid, Job Description). This
schema is designed considering its local source and
other external sources from other peers (not men-
tioned in the figure).

From the Figure 2, notice that P2 has a map-
ping table mt that maps the data vocabularies of
the attribute Job Description in source Job Desc
with the attribute Position in source Empl List of
peer P1. This mapping table is created since the
two peers store job information using two different
vocabularies. External source E in P1 is defined
as a view on the relations of the peer schema of
P2. In the following, different situations are il-
lustrated that may occur when a query is posed
to a peer. The examples show the need for the
bi-level mappings that this paper advocates for
P2P systems. In summary, peer P1 has the local
schema {Empl List(Id,Name, Position, Salary)},
peer schema PS1 = {N P (Name, Position)},
and an external source E(Name, Position).
Peer P2 has the local schema
{Employee(Id,Name, Jid), Job Desc(Jid, Job description)},
and peer schema PS2 =
{P2E(Name, Jid), P2J(Jid, Job Description)}.
Example 1(Considering only schema mappings). As-
sume that the mapping table mt is absent in peer P2.
In this case, peer P1 has only the schema-level map-
pings with P2. Suppose the query

q1 : πName(σPosition=CEO(N P ))

is posed at P1 through its peer schema. Consider-
ing the mappings between N P and Empl List, q1
is translated for the local source at P1 as

q11 : πName(σPosition=CEO(Empl List)).

Moreover, using the mappings between N P and E,
q1 is translated for the external source at P1 as

q1′1 : πName(σPosition=CEO(E)).

Based on the mappings between E and the peer
schema at P2, query q1′1 is translated as

q21 : πName(σJob Description=CEO(P2E �� P2J))

which is finally translated according to the local vo-
cabulary of P2 as

q2′1 : πName(σJob Description=CEO(Employee ��
Job Desc))

Notice that the final result of the query q1 is:
{′Rameen′} which is returned only from the local
source at P1. If ’CEO’ and ’Chief Executive Offi-
cer’ to be semantically equivalent then q1 should

Figure 2 Motivating Example

extract ’Alina’ from P2. Due to absence of data-
level mappings, the query can not produce this re-
sult. Now assume that the mapping table mt ex-
ists in P1. Hence, q′′1 is translated for P2 as q2′1 :
πName(σPosition=′CEO′(Employee �� Job Desc ��
mt)).

This case returns more results for the query
q1 and the complete answer to this query be-
comes: {′Rameen′,′Alina′}
Example 2(Considering only data mappings). In Fig-
ure 2 the external source E of P1 is defined in terms
of P2E and P2J of peer P2. Projection and Join op-
erators are used in that definition. Mapping tables are
not expressive enough to express Projection or Join.
Schema mappings are needed for such association be-
tween two sources.

So, a mapping is necessary that is capable of dealing
with both the syntactical (schema-level) and the se-
mantic (data-level) heterogeneities at the same time.

3. Model of a PDMS

In this section we define a P2P system Π. Before
defining the system we introduce the notions of a peer
and peer mappings.
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A peer Pi ∈ P is a tuple, where Pi = (PSi, Ri, Li).
Where,

-PSi is the peer schema through which data in a
peer is exposed to the external world.

-Ri is the set of sources comprised of local and
external sources. This is called peer source or
simply source.

-Li is the set of GLAV local mappings which
define the mappings between Ri and PSi. Each
local mapping, called mapping assertion (aka
tuple generating dependency), in Li has the form

∀x(∃yϕ(x,y)� ∃zψ(x, z))
where ϕ(x,y) and ψ(x, z) are conjunctive queries
over the relations in Ri and PSi respectively.

Peer mappings Mi ∈ M is a set of mappings, called
bi-level mapping or peer mappings, that define the
schema and data-level mappings between peers. The
construction of mappings M j

i ⊆ Mi forms an
acquaintance (i, j ) between Pi and Pj . Each
mapping m ∈ Mi is a pair < mS

j,k,m
D
j,k >, where:

-mS
j,k is a GLAV mapping (practically GAV, since

s(x) is always a single relation) of the form
∀x(∃yϕ(x,y)� s(x))

where ϕ(x,y) is a conjunctive query over the
peer schema of a peer Pj and s(x) is the kth

external source of Pi.
-mD

j,k=MT={mt1,mt2, . . . ,mtq} ⊆MT i
j is a set of

mapping tables. MT i
j denotes the set of mapping

tables used to map data of Pj to data of Pi.
m can alternatively be represented with the
mapping assertion as follows:

∀x(∃yϕ(x,y) MT� s(x))
A P2P system Π is defined by a pair 〈P,M〉,

where P = {P1, P2, · · · , Pn} is a set of peers and
M = {M1, · · · ,Mn} is a set of peer mappings.

It is assumed that a curator with expertise in
different domains is responsible for generating the
mapping tables and the peer administrator maintains
them in a peer. Schema mappings between two peers
are initially created by the corresponding peer admin-
istrators when they agree to share data. Once created,
the mappings are activated or deactivated depending
on the presence of the corresponding peers in the net-
work. Generating the mappings automatically is an-
other research area and this paper does not address
this issue.

The semantics of MT� is described in the following
section.

3.1. Semantics of local mappings

For each peer Pi, a first order logic (FOL) theory Fi

is introduced, called peer theory, where alphabet con-
tains all the relation symbols in a peer schema PSi

and the relations in Ri. The axioms of Fi include all
the constraints of PSi and one logical formula repre-
senting each local mapping in Li. For a local mapping
of the form ∀x(∃yϕ(x,y) � ∃zψ(x, z)) in Li, a for-
mula of the form ∀x(∃yϕ(x,y) → ∃zψ(x, z)) is added
to Fi. Fi does not consider peer mappings. Thus, mod-
eling a peer as a GLAV integration system becomes
equivalent to modeling a FOL theory Fi (ignoring the
peer mappings in Mi).

3.2. Semantics of peer mappings

Similar to the local mappings, the semantics of peer
mappings can also be given in terms of FOL. However,
to incorporate the mapping tables, following notations
and definitions are used.

Given a tuple t and a set of attributes U , t[U ]
denotes the values of tuple t corresponding to the at-
tributes in U .

Definition 1(Mapping Table). Assume that Ui

and Uj are non-empty set of attributes in two peers
Pi and Pj respectively. A mapping table mt[P,Q] is a
finite relation over the attributes P ⊆ Ui and Q ⊆ Uj .
A tuple t = (a, b) in the mapping table indicates that
the value a ∈ dom(P) is associated with the value
b ∈ dom(Q).

Example 3.Consider the instances of two peers P1 and
P2 in Figure 2. Observe that employees’ job titles are
represented in two instances with different data vo-
cabularies. In order to associate or relate employees
in two peers for sharing employees’ data and resolve
data heterogeneity wrt employees’ job title, a sam-
ple mapping tables mt[Job Description, Position] is
designed. Mapping table mt associates values of two
attributes Position and Job Description. Intuitively,
according to the interpretation of the table mt, a tu-
ple t=(Chief Executive Officer, CEO) indicates that a
tuple in relation Emp List with the value CEO in at-
tribute Position is associated with a tuple in relations
Employee, Job Desc with the value Chief Executive
Officer in attribute Job Description.

The values appearing in the tables presented thus
far only constants. However, to augment the expres-
siveness of tables variables are used [5]. Consider a
mapping table m[L,R] where both the domain of L
and R are same, say D. A tuple (v,D−v) in m, where
v is a variable, can be used to denote that any value
of L can be mapped to any value of R except to it-
self. Given the presence of variables in mappings, it is
necessary to introduce the notion of a valuation.

Definition 2(Valuation). [5] A valuation ρ over a
mapping table mt is a function that maps each con-
stant value in mt to itself and each variable v of mt
to the value in the intersection of the domains of the
attributes where v appear.
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(a) Bi-Level mappings for P2P mappings

(b) Extension of E and N P

Figure 3 Bi-Level Mapping Example

Introduction of variables in mapping tables offers a
compact and convenient way of representing common
associations between values. An example of such a
mapping table is illustrated in the following example.

Example 4.Consider Figure 3. Assume that both re-
lations Empt List and Employee have an attribute
called DOB which represents the date of birth of em-
ployees. However, date values are stored in the for-
mat DD −MM − Y Y Y Y and Name of Month DD,
Year in relations Empt List and Employee, respec-
tively. There are two alternative mapping tables that
can be used to represent the associations between the
two sets of dates. The two tables are shown in Fig-
ure 4. Mapping table DOB2DOB in Figure 4(a) con-

DOB DOB
05-02-1990 Feb. 05, 1990
16-05-1985 May 16, 1985

(a) Mapping table DOB2DOB

DOB DOB
v v’

(b) Alternate representa-
tion of DOB2DOB

Figure 4 Mapping tables

tains a set of mappings of the form (date1; date2),
where date1 is a employee birth date in Empt List
and date2 is a employee birth date in Employee re-
lation. Alternatively, we can construct a more suc-
cinct, data independent, mapping table DOB2DOB
containing the single mapping, (v; v’), where v and v’
are variables. The alternate mapping table is shown
in Figure 4(b). A valuation function can be used that
converts a date value in the Empt List relation cor-
responding to a date value in the Employee relation.

Definition 3(Map(mt,p)). Let mt[P,Q] be a map-
ping table from P to Q and p is an element of the
domain of P. Map(mt,p) returns a set of values Φ.
q ∈ Φ if for some t ∈ mt there exists a valuation ρ
such that ρ(t[P]) = p and ρ(t[Q]) = q.

If the mapping for the value p is not defined in mt and
type of P and Q matches then Φ = {p}. If neither p
is mapped to any value in mt, nor type of P and Q
matches, then Φ = ∅.
Example 5.Consider the mapping table
mt[Job Description, Position] in Figure 3 and
a value Chief Executive Officer in the attribute
Job Description of the relation Job Desc. The
Map(mt,Chief Executive Officer) returns a set
of values Φ={CEO} since there exists a valuation ρ
and a tuple t=(Chief Executive Officer,CEO)∈ mt
such that ρ(t[Job Description])=Chief Executive
Officer and ρ(t[position]) = CEO. However, if Chief
Executive Officer /∈ ρ(t[Job Description]) then
ρ(t[position])=Chief Executive Officer.

Definition 4(Augmentation function τ). Let x be a
tuple whose schema contains the attributes P. An aug-
mentation function τ(x,P,Q, q) returns a tuple x′,
where x′ is exactly like x except the schema of x′ has
the attributes Q in place of P and x′[Q] = q.

Example 6.Consider Figure 3 and the map-
ping table mt[Job Description, Position]. Let
x = (1, Rameen,CEO) be a tuple with the
schema (id,Name, Position) that contains attribute
P=Position. Therefore, the augmentation function

c© 2013 NSP
Natural Sciences Publishing Cor.



104 A. Rahman et al : Mapping Composition Combining Schema and Data Level Heterogeneity ...

τ((1,Rameen,CEO),(id,Name,Position),
(id,Name,Job Description),(Chief Executive Officer))
returns (1,Rameen,Chief Executive Officer) wrt to
the mapping table mt.

Let mt[P,Q] be a mapping table and x be a tuple,
mt[x] denotes a set of tuples obtained by replacing
the values of P attributes of x by the corresponding
mapped values of Q in mt. Formally,

mt[x] ≡ {τ(x,P,Q,q) | q ∈Map(mt,x[P])}
Let MT = {mt1[P1,Q1],mt2[P2,Q2], . . . ,

mtn[Pn,Qn]} be a set of mapping ta-
bles, where for any pairs of mapping tables
(mti[Pi,Qi],mtj [Pj,Qj]), mti �= mtj =⇒ Pi �= Pj,
then MT [x] denotes a set of tuples resulted from
transformation of x by all the member mapping
tables of MT . Formally,

MT [x] ≡
{τ(. . . τ(τ(x,P1,Q1,q1),P2,Q2,q2) . . . ,Pn,Qn,qn)|
q1 ∈Map(mt1,x[P1]) ∧ . . . ∧ qn ∈
Map(mtn,x[Pn])}

[ ] is overloaded in many of our definitions; its
meaning, however, will be clearly understood from the
context.

Let x be a tuple. Schema(x) returns the schema of
that tuple, i.e. it returns the set of attributes whose
values constituted the tuple. Schema() can be over-
loaded by providing its parameter as a relation/view.
In this case, it would return the schema of the relation.

The semantics of peer mappings is defined below.
It is already mentioned that a mapping assertion of a
peer mapping is of the form:

∀x(∃yϕ(x,y) MT� s(x))

Let us assume that the above assertion defines an ex-
ternal source s of peer Pi in terms of the peer schema
of peer Pj . An interpretation of the schema of Pi and
Pj satisfies the assertion if that interpretation satisfies
the following formula

∀x∀z(∃y(ϕ(x,y) ∧ z ∈MT [x]) ≡ s(z))

A mapping can be interpreted as a definition of
how the data of the external source would be instan-
tiated by the data of other peers. The formula also
tells us that before instantiating the external source,
data is converted using the corresponding mapping
tables of MT . However, if there is no data-level het-
erogeneity, no mapping table is needed. In that case,
an empty mapping table φ is used in the asser-
tion. In that case, a peer mapping is represented as
∀x(∃yϕ(x,y)

φ� s(x)) which satisfies the FOL for-
mula ∀x(∃yϕ(x,y) ≡ s(x)).

Example 7.Let us modify the peer mapping of Fig-
ure 2 by a bi-level mapping assertion m1 which is ex-
pressed as follows.

π1,4(P2E ��2=3 P2J)
{mt}� E

The new scenario is shown in Figure 3(a). To satisfy
the assertion, the following formula has to be satisfied.

∀rtt′(∃s(P2E(r, s) ∧ P2J(s, t) ∧ (r, t′) ∈ mt[(r, t)]) ≡
E(r, t′))

Given the source database in Figure 3(a), for
satisfying the above formula, the extension of the
intensional source E(Name, Position) has to be
as shown in Figure 3(b). Figure 3(b) also shows
the ultimate extension of the intentional relation
N P (Name, Position) in the peer schema of peer
P1. Consequently, in response to the query q1 :
πName(σPosition=′CEO′(N P )) to peer P1, the PDMS
will return the result {Rameen, Alina}.

3.3. Semantics of a P2P system

The semantics of a P2P systemΠ is given in terms of a
set of models that satisfy the local and peer mappings
of Π. Let a source database D for Π be a disjoint
union of a set of local databases in each peer Pi of Π.
Given a source database D for Π, the set of models
of Π relative to D is:

semD(Π) = {I|I is a finite model of all peer theories
Fi relative to D, and I satisfies all peer mappings}

Given a query q of arity k posed to a peer Pi of Π, and
a source database D, the certain answers to q relative
to D are

ans(q,Π,D) = {t|t ∈ qI , for every I ∈ semD(Π)}

4. Composing Bi-level Mappings

The problem that is covered in this section is the fol-
lowing. Consider three peers A, B, and C. Assume
that MA→B is the mapping between A and B. Also
MB→C be the mapping between B and C. Our tar-
get is to compute a direct mapping MA→C between A
and C that is equivalent to the composition of the two
mappings MA→B and MB→C . The following example
shows a composition of two bi-level mappings.

Example 8.Consider three peers P1, P2 and P3. As-
sume that P3 has two relations R31 and R32 in its
peer schema and it has also a mapping table mt32
which maps attribute C322 of R32 in P3 to the at-
tribute C212 of R21 in P2. P2 has two relations R21 and
R22 in its peer schema, an external source E32, and a
mapping table mt21. The external source E32 is popu-
lated by the data of P3 according to the peer mapping

m3→2 : πC311,C322(R31 ��C312=C321 R32)
{mt32}� E32.

Local mapping m2→2 of P2 maps the data of E32

to R21. In peer P1, it has a relation R11 in its peer
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Figure 5 Converting query q to tableau Tq

schema and an external source E21. E21 is popu-
lated by the data of P2 according to the mapping
m2→1:R21

mt21� E21. Local mapping m1→1:E32 � R11

of P1 maps the data of E21 to R11. Since m3→2 and
m2→2 together connects the peer relations of P3 to
the peer relations of P2, it can be represented by

M3→2: πC311,C322(R31 ��C312=C321 R32)
{mt32}� R21 as

a single mapping. Similarly, m2→1 and m1→1 can also
be combined as as M2→1: R21

mt21� R11.
Observing the above setting, there exist an indi-

rect mapping between P3 and P1. Notice that R31 and
R32 of P3 is mapped to R11 of P1 via R21 of P2. If a
direct mapping between P3 and P1 can be inferred
from the existing mappings then P1 will get the rele-
vant data directly from P3 even if P2 is absent from
the network. Observing the mappings, the direct map-
ping M3→1 between P3 and P1 is as follows:

M3→1 : πC311,C322(R31 ��C312=C321 R32)
{mt32��mt21}�

R11

Section 4.2 shows how this composed mapping can
be generated. The mapping composition depends on
the tableaux representation of the bi-level mappings.
Therefore, first expression of a bi-level mapping using
tableaux is discussed.

4.1. Expressing bi-level mappings by tableaux

A tableau query T for the query ∀x∃yϕ(x,y) is a tabu-
lar representation having the following components [3]

T.Summary- The first row of T representing the
schema of the resulting tuple corresponding to x.
T.Rows- Other rows of T each representing a
relation in ϕ.
T.Columns- The collection of all attributes of
all relations.
T.Tags- Relation names related to each rows.
Columns not corresponding to attributes of the
tag-relations are always blank.

Figure 7 Steps for converting a peer mapping

πNA,JD(P2E ��JID=JID P2J)
{mt}� E1 to a triple <

TS , TT , θ >

T.Rows[R] Denotes the row of T.Rows
corresponding to the relation R
T.Rows[R][C] Denotes the value of C attribute
for the row with tag R and T.Summary[C]
denotes the value of C attribute of T.Summary.
Moreover, constants and xi are called
distinguished symbols. Blanks and yi are called
non-distinguished symbols. Figure 5 shows the
tableau Tq corresponding to a query q posed on a
database with schema S.
A peer mapping mS→T : ∀x(∃yϕ(x,y) MT� e(x))

between two schema S and T can be viewed as a
correspondence between two queries qS and qT . qS
represents the query ∀x′(∃yϕ(x′,y) �� MT ) over
the schema S′, where S′ extends S by including
the mapping tables of MT . x′ is obtained by re-
placing Pi attributes in x by attributes Qi for all
mti[Pi,Qi] ∈ MT . qT represents the query ∀xe(x)
over the schema T . So, the algorithm converts the two
queries into two tableaux, namely source tableau TS

and target tableau TT , and define a homomorphism
between them. The two tableaux and the homomor-
phism together, which forms a triple, can express the
bi-level mapping. The algorithm for converting a bi-
level mapping to a triple is shown in Figure 6.

Example 9.Figure 7 explains how the algorithm of
Figure 6 works to convert the bi-level mapping

M : πNA,JD(P2E ��JID=JID P2J)
{mt}� E1 into a

triple. Target(M)(i.e. the relation on the right hand

c© 2013 NSP
Natural Sciences Publishing Cor.



106 A. Rahman et al : Mapping Composition Combining Schema and Data Level Heterogeneity ...

Algorithm ConvertMappingToTriple(MS→T )

Input: A bi-level mapping MS→T ≡ ∀x(∃yϕ(x,y)
MT� e(x))

Output:A triple < TT , TS , θ > expressing the mapping
MS→T where TT and TS are two tableaux and θ is a homomorphism between TT and TS .

begin
TT ← ConvertQueryToTableau(e); TS ← ConvertQueryToTableau(∀x(∃yϕ(x,y))
{SA1, . . . , SAn} ← OrderColFromLToR(TS); {TA1, . . . , TAm} ← OrderColFromLToR(TT )
numColInTT ← |{TA1, . . . , TAm}|
j ← 1
for i= 1 to numColInTT do

while TS .Summary[SAj ] = BLANK do
j = j + 1

endwhile
xt ← TT .Summary[TAi]; xs ← TS .Summary[SAj ]
add (TAi, SAj) to θ \\ i.e. θ(TAi) = SAj

add (xt, xs) to θ
j ← j + 1

endfor
for each mt[P,Q] ∈MT do

add Q to TS .Columns; add a new row to TS .Rows with tag mt
TS .Rows[mt][P]← ynew; TS .Rows[mt][Q]← xnew

TS .Summary[P]← BLANK; TS .Summary[Q]← TS .Rows[mt][Q]
if ∃J((J,P) ∈ θ) then replace (J,P) by (J,Q) in θ
for each R ∈ TS .Tags do

varPold ← TS .Rows[R][P]; varPmt ← TS .Rows[mt][P]
if TS .Rows[R][P] �= BLANK then TS .Rows[R][P]← varPmt

if ∃varJ((varJ, varPold) ∈ θ) then replace (varJ, varPold) by (varJ, varPmt) in θ
endfor

endfor
return < TS , TT , θ >

end

Figure 6 Algorithm ConvertMappingToTriple

Figure 8 Tableau representation for the mapping M3→2

and M2→1

side of M), i.e. E1(N,P ), is directly converted to a
tableau TT . Source(M) (i.e. the relations on the left

hand side of M), i.e. πNA,JD(P2E ��JID=JID P2J),
is converted to a tableau Tϕ (which is the initial
version of TS) as shown in Figure 7. Each entry in
the homomorphism θ is a pair which associates each
attribute CT ∈ TT .Columns of the target schema
to an attribute CS ∈ TS .Columns of the source
schema. When there is a pair (CT , CS) in θ then
the distinguished variable pair (TT .Summary[CT ],
TS .Summary[CS ]) is also added to θ. The initial value
of θ becomes {(N,NA), (P, JD), (x3, x1), (x4, x2)}.
Gradually, Tϕ and θ are modified for inclusion of each
mapping table. Tϕ′ is obtained by adding the column
P to Tϕ. Adding a row with tag mt to Tϕ′ results in
Tϕ′′ . Shifting the summary variable from JD to P and
adding variables to Tϕ′′ .Row[mt] gives Tϕ′′′ . Making
all the variables identical in column JD of Tϕ′′′ re-
sults in final TS . θ is also updated when mt is added.
The triple < TS , TT , θ >, shown in the shaded box of
Figure 7, now expresses the bi-level mapping M.
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Algorithm MergeTableau(T1, T2)
Input: Two tableaux T1 and T2

Output: A tableau T with all the rows and columns of
T1 and T2

begin
T ← new Tableau()
for each C ∈ T1.Columns do
\\ adds a new column C to T ;
T.addNewCol(C)
T.Summary[C]← T1.Summary[C]
for each R ∈ T1.Tags do
\\ adds a new row to T with tag R

T.addNewRow(R)
T.Rows[R][C] ← T1.Rows[R][C]

endfor
endfor
for each C ∈ T2.Columns do
\\ adds a new column C to T
T.addNewCol(C)
T.Summary[C]← T2.Summary[C]
for each R ∈ T2.Tags do
\\ adds a new row to T with tag R

T.addNewRow(R)
T.Rows[R][C]← T2.Rows[R][C]

endfor
endfor
T.Tags← (T1.Tags ∪ T1.Tags)
return T

end

Figure 9 Merge algorithm

4.2. Mapping Composition Process

Two mappings MA→B and MB→C can be com-
posed when there exists a common relation be-
tween Target(MA→B) and Source(MB→C). In or-
der to compose two mappings, first the mappings
are converted into triples. Let the triple represen-
tation of the two mappings, MA→B and MB→C be
< TSAB, TTAB , θAB > and < TSBC , TTBC , θBC >, re-
spectively. The source tableaux TSAB and TSBC are
merged into a larger tableau TSAC . TSAC contains all
the rows and columns of TSAB and TSBC . Using in-
formation of θAB and the common tag between TTAB

and TSBC , a direct link is made between the mapping
tables of B to the relations of A in TSAC . Finally, the
row and columns corresponding to the common re-
lation is eliminated from TSAC . Now, TSAC becomes
the source tableaux of the desired composed mapping
MA→C .

Since θAB and θBC are two functions and the do-
main of θBC and co-domain of θAB are the same, they
can be composed. Let θAC = θAB ◦ θBC . θAC be-
comes the homomorphism for triple representation of
MA→C . The target tableau TTAC is computed from

TTBC , θAC and TSAC . The composition process is ex-
plained below with the scenario of example 8. The
tableau representation of the mappings of M3→2 and
M2→1 in Example 8 is shown in Figure 8.

Consider the mappings and their triple represen-
tation of Figure 8. Let the composition of mapping
M3→2 and M2→1 be M3→1 which is equivalent to
the triple < TS31, TT31, θ31 >. In the following it is
explained how to compute TS31,TT31 and θ31 from
the given components of the given triple. The triple
< TS31, TT31, θ31 > is then converted to M3→1.

The steps for the construction of the source
tableau, TS31 are described as follows:

1.First TS32 and TS21 is merged together to get T 1
S31

(which is the initial version of TS31) as shown in
Figure 10. The algorithm to merge two tableaux is
shown in Figure 9. During the time of merging all
the Rows, Columns, Tags, and Summaries of TS32

and TS21 are simply copied in T 1
S31.

2.Next, a common relation between TT32 and TS21

is identified. In this example the relation is R21 of
peer P2.

3.For each column C of the common relation
R21, if (C,C ′) ∈ θ32 where C ′ is a column
of a arbitrary relation R of P3, the value of
T 1

S31.Rows[R][C ′] is updated by the value of
T 1

S31.Rows[R21][C]. This step creates a link be-
tween the mapping tables of P2 to the relations of
P3. If T 1

S31.Rows[R21][C] be a distinguished vari-
able then T 1

S31.Summary[C
′] is also updated by

the value T 1
S31.Rows[R21][C]. In the example, col-

umn C211 of R21 is mapped to C311 of R31 by θ32,
therefore, T 1

S31.Rows[R31][C311] is updated by x9

(i.e. the value of T 1
S31.Rows[R21][C211]). Since x9

is a distinguished variable, T 1
S31.Summary[C311]

is also updated by the value x9. After taking sim-
ilar action for every columns of R21 in T 1

S31, T
1
S31

takes the shape of T 2
S31 depicted in Figure 10.

4.Now, the common relation R21 is eliminated from
T 2

S31. At first, the columns having non-null val-
ues only in the row with R21 are deleted. Delet-
ing a column from a tableau T means deleting
it from T.Columns, T.Rows and T.Summary. e.g.
the column C211 is a candidate for deletion. Since
the column C212 has a variable in the row with
tag m21, it is not a candidate for deletion. After
deleting the column C211, the row with tag R21 is
deleted from T 2

S31. After eliminating the R21, T 2
S31

becomes T 3
S31 as shown in Figure 10.

5.Finally, the redundant columns of T 3
S31 (i.e. the

columns with the same name) are removed. There
are two columns in T 3

S31 with the name C212. So
they are merged into a single column to get the
final TS31 as shown in Figure 10.

Steps for computing of target tableau, TT31, and
the homomorphism, θ31 :
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Figure 10 Different phases for the construction of TS31

Figure 11 Triple < TS31, TT31, θ31 >

1.First, a tableau TT31 is created and is initialized
with the values of TT21. An empty homomorphism
θ31 is also created.

2.For each column C of TT21, the following steps are
taken

–A column B that is mapped to C by the ho-
momorphism θ21 is identified.

–If B has an entry in TS31.Summary
then (C,B) and (TT21.Summary[C]
, TS31.Summary[B]) pairs are added to
θ31. e.g. when C is C112, B is also C112.
TS31.Summary[C112] is nonempty and its
value is x10. So, (C112, C112) and (x12, x10) are
added to θ31.

–If B column is Null in TS31.Summary then a
column A is identified that is mapped to B
by the homomorphism θ32. If A column has
an entry in TS31.Summary then (C,A) and
(TT21.Summary[C], TS31.Summary[A]) pairs
are added to θ31. e.g. when C is C111 then B is
C211. But there is no entry in TS31.Summary
under the column C211. So, it is further checked
which column is mapped to C211 by θ32.
It is found as C311. TS31.Summary[C311] is

nonempty and its value is x9. So, (C111, C311)
and (x11, x9) are added to θ31.

–If neither B nor A can be found in
TS31.Summary for the column C, C is deleted
from TT31.

Final θ31 and TT31 are shown in Figure 11. TS31,
TT31 and θ31 forms a triple and are then converted
as normal bi-level mapping expression. In our exam-
ple, when the triple< TS31, TT31, θ31 > is converted to
normal expression, the mapping becomes as follows:

M3→1 : πC311,C112(R31 ��C312=C321 R32)
{mt32,mt21}�

R11

The algorithm for composing two bi-level mappings is
presented in Figure 12.

5. Chain Composition of Mappings

Consider a list P1, P2, . . . , Pn of peers organized in a
way that peer Pi is connected to peer Pi+1 by bi-level
mappings, where i ranges from 1 to n − 1. The list
is said to form a chain, say ξ, between P1 and Pn.
A direct mapping between P1 and Pn is said to be
equivalent to the ordered set of mappings along the
chain ξ if the two have the same effect in terms of
query translation between P1 and Pn.

5.1. Algorithm for chain composition

Usually an algorithm is designed considering the in-
puts for it to be locally available. However, in a P2P
system each peer stores only the mappings that in-
volve itself and its immediate acquaintances. If a small
network is considered with a small number of map-
pings, it may be reasonable to send all the mappings
to a single peer and perform all the necessary compu-
tation there. But in reality there may be tens or even
hundreds of peers in the network. Size of the map-
ping tables (which is a part of the bi-level mappings)
may be huge in some cases. Our algorithm distributes
its computation among the peers on a given chain. In
addition to that it delivers the results in a streaming
fashion.

For the description of the algorithm, a simple
running example is used that involves a chain ξ =
P1, P2, . . . , P6 as shown in Figure 13.a. A dashed ar-
row from peer Pi (i ∈ [1, 5]) to peer Pi+1 indicates
that Pi stores mappings that maps Pi to Pi+1. The
label on the dashed arrow denotes the set of mapping
among the acquainted peers. The algorithm runs in
each of the peer in a chain.

The algorithm is initiated by having even po-
sitioned peers to send their mappings to their
respective previous peer in the chain except the last
peer. The solid arrows in Figure 13.b denotes the
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Algorithm Compose(mA→B , mB→C)
Input: Two bi-level mappings mA→B and mB→C

Output: A Tableau that is the source tableau of a Triple T where
T is the tableau representation of the mapping obtained
from the composition of mA→B and mB→C

begin
< TSAB , TT AB , θAB >← ConvertMappingToTriple(mA→B)
< TSBC , TT BC , θBC >← ConvertMappingToTriple(mB→C)

// Creation of TSAC

TSAC ←MergeTableau(TSAB , TSBC)
CommTag ← TT AB .Tags ∩ TSBC .Tags
for each C ∈ TT AB .Columns do

CommTagV ← TSAC .Rows[CommTag][C]
MapColInA← θAB(C)
for each R ∈ TSAB .Tags do

if TSAC .Rows[R][MapColInA] �= Null
TSAC .Rows[R][MapColInA]← CommTagV
if TSAC .Rows[CommTag][C] ∈ XV ar

TSAC .Summary[MapColInA]← CommTagV
else

TSAC .Summary[MapColInA]← Null
endif

endif
endfor
CandidateColumnForDelete← True
for each R ∈ TSBC .Tags do

if R �= CommTag AND TSBC .Rows[R][C] �= Null
CandidateColumnForDelete← False

endif
endfor
if CandidateColumnForDelete = True

TSAC .DeleteColumn(C)
endif

endfor
TSAC .DeleteRow(CommTag)
TSAC .RemoveRedundantCol()

// Creation of θAC and TT AC

TT AC ← new Tableau()
TT AC ← TT BC

θAC ← new Homomorphism()
for each Col ∈ TT BC .Columns do

foundMapped← False
mapColInB ← θBC .MappedTo(Col)
if TSAC .Summary[mapColInB] �= Null

foundMapped← True
mappedCol← mapColInB

else
mapColInA← θBC .MappedTo(mapColInB)
if TSAC .Summary[mapColInA] �= Null

foundMapped← True
mappedCol← mappedColInA

endif
endif
if foundMapped = True

lV ar ← TT BC .Summary[Col]
rV ar ← TSAC .Summary[mappedCol]
θAC .Add(Col, mappedCol)
θAC .Add(lV ar, rV ar)

else
TT AC .DeleteColumn(Col)

endif
endfor

// Synthesis and conversion of TSAC , θAC and TT AC

mA→C ← ConvertTripleToMap(< TSAC , TT AC , θAC >)
return mA→C

end

Figure 12 Compose Algorithm

Figure 13 Steps of ChainCompose Algorithm

sending of the mappings. P2 sends M2→3 to P1 and
in parallel P4 sends M4→5 to P3. After receiving
M2→3, P1 composes it with its own M1→2 to produce
M1→3. In parallel, P3 also computes M3→5. P3 then
waits for M1→3 from P1. After receiving M1→3 from
P1, P3 composes it with M3→5 to produce M1→5 and
sends M1→5 to P5. P5 composes M1→5 and M5→6 to
generate M1→6. Finally, P5 sends M1→6 to P1. P1

can now use M1→6 as a direct mapping between itself
and P6.

6. Related Work

In the following, some related works regarding the set-
tings of peer database management systems are dis-
cussed.

Hyperion system [5] addresses the problem of map-
ping data in P2P systems where different peers may
use different values to identify or describe the same
data. Hyperion relies on mapping tables that list pairs
of corresponding values for search domains that are
used in different peers. Mapping tables provide the
foundation for exchanging information between peers.
In terms of query answering, Hyperion offers a mech-
anism [6] that rewrite queries between peers by con-
sidering the mapping tables.

The Piazza system [4] provides a solution to peer
data management system where the single logical
schema of data integration systems is replaced by a
set of mediator schemas that are interlinked to de-
fine semantic mappings between the peer schemas.
Piazza uses two data integration formalisms local-as-
view (LAV) and global-as-view (GAV) for peer map-
pings. GAV is used to define relations of the media-
tor’s schema over the relations in the sources and LAV
is used to define relations in the sources over the me-
diated schema. In Piazza, a reformulation algorithm
for query processing is presented that addresses both
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GAV and LAV mappings. However, the Piazza system
considers only the schema-level heterogeneity among
the peers.

The authors of [7] give FOL (First Order Logic)
based semantics for interpreting p2p systems. They
also present an alternative approach based on epis-
temic logic and compare these two approaches. The
proposed semantics of the bi-level mappings follows
the logical formalism from [7].

The SASMINT system [19] provides a solution for
supporting interoperability infrastructures that en-
ables sharing and exchange of data among diverse
sources. The system mainly finds and resolves syntac-
tic, semantic, and structural conflicts among schemas
and matches schemas automatically. This system can
be very useful to discover mappings between peers
automatically, which we assume in this paper that
mappings are exist. The system mainly discovers map-
pings between two peers which are directly connected.
However, in this paper the mappings are discovered
between two peers which are connected through other
peers in the path.

Authors in [20] proposed a continuous query pro-
cessing mechanism from heterogeneous data streams.
There are two different types of data streams: a rela-
tional stream and an XML. The authors mainly as-
sumes that data in different sources use the same vo-
cabularies. In this paper, we consider that schemas as
well as data in sources may differ.

Authors in [21] proposed schema mapping and
query translation mechanism in heterogeneous P2P
databases. The peers use XML databases. In order
to translate queries across peers, each peer provides
correspondences between its schema. Authors also de-
velop an algorithm for inferring mapping rules from
informal schema correspondence. Note that the map-
pings only consider schema mappings. We consider
both schema level and data level mappings between
peers. This paper also shows the composition map-
pings considering the bi-level mappings.

The work of Kementsietsidis et al [5] shows how
data level heterogeneity in P2P system can be han-
dled using mapping tables. Mapping tables contains
a set of data associations between data values in two
peer databases. In that paper, semantic and algorith-
mic issues related to the use of mapping tables are
addressed. The authors describe how the mapping ta-
bles can be treated as mapping constraints on the ex-
change of information between peers. They produce
a technique for composing new mapping tables from
the existing one.

Given semantic mappings between data sources A
and B, and between B and C, it is always desirable
to generate a direct mapping between A and C. This
type of operation is named Mapping composition. In
[17] the authors investigates the theoretical aspects of
mapping composition. They also provide an algorithm
that compose two GLAV mappings. They dealt with

only schema-level mappings. Our mapping composi-
tion approach considers both schema and data level
mappings at the same time. Definability and compu-
tational complexity of the composition of two schema
mappings is discussed in [18].

Considering the sharing of data based on seman-
tic meaning, authors in [22] describe the semantic an-
notation process for integrating university libraries.
The system mainly annotates the documents pub-
lished and distributed throughout the Web. However,
we considered the semantic meanings of the data
stored in the databases with different schemas and
data vocabularies. Authors in [23] focuses on an effi-
cient data aggregation approach from various sensors
data sources for a decision modeling. However, the
system assumes that the data sources are homoge-
neous with respect to data and schema.

7. Conclusion

This paper presented a mapping semantics, called bi-
level mapping, combining the schema-level and the
data-level mappings necessary for resolving hetero-
geneity among peers in a peer data management
system. This bi-level mappings allow peers efficient
data sharing facilities that peers miss considering only
schema or data level mappings. The bi-level mapping
is based on the tableau representation. The paper also
provided an algorithm for the the composition of two
bi-level mappings. Moreover, a distributed algorithm
is proposed for composing the bi-level mappings be-
tween two end peers in a chain of peers that are con-
nected through the bi-level mappings.

A future goal is to investigate the composition of
mappings considering the dynamic behavior of peers.
Further, we are interested to evaluate the whole pro-
cess in a large peer data management system.

References

[1] J. D. Ullman. Information Integration Using Logical
Views. Proc. of the Int’l Conf. on Database Theory
(ICDT), pp. 19-40, 1997.

[2] P. Ziegler and K. R. Dittrich. Three Decades of Data
Integration - All Problems Solved? Proc. of the World
Computer Congress (WCC), pp. 3-12, 2004.

[3] A. V. Aho, Y. Sagiv, and J. D. Ullman. Efficient opti-
mization of a class of relational expressions. In ACM
Transactions on Database Systems (TODS), Vol. 4,
No. 4, pp. 435-454, 1979.

[4] A. Y. Halevy, Z. G. Ives, J. Madhavan, P. Mork, D.
Suciu, and I. Tatarinov. The Piazza Peer Data Man-
agement System. In IEEE Transactions on Knowledge
and Data Engineering, Vol. 16, No. 7, pp. 787-798,
2004.

c© 2013 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci. 7, No. 1, 99-112 (2013) / www.naturalspublishing.com/Journals.asp 111

[5] A. Kemensietsidis, M. Arenas, and R. J. Miller. Map-
ping Data in Peer-to-Peer Systems: Semantics and Al-
gorithmic Issues. Proc. ACM SIGMOD international
conference on Management of data, pp. 325-336, 2003.

[6] A. Kementsietsidis and M. Arenas. Data sharing
through query translation in autonomous sources.
Proc. International Conference on Very Large Data
Bases, Vol 40, pp. 468-479, 2004.

[7] D. Calvanese, G. D. Giacomo, M. Lenzerinin, and
R. Rosati. Logical Foundations of Peer-To-Peer Data
Integration. Proc. ACM SIGMOD-SIGACT-SIGART
symposium on Principles of database systems, pp. 241-
251, 2004.

[8] M. Lenzerini. Data Integration: A Theoretical Pre-
spective. Proc. ACM SIGMOD-SIGACT-SIGART
symposium on Principles of database systems, pp. 233-
246, 2002.

[9] J.D. Ullman. Information Integration Using Logical
Views. In Theoretical Computer Dcience, Vol. 239, No.
2, pp. 189-210, 2000.

[10] A. Levy, A. Rajaraman, and J. Ordille. Querying Het-
erogeneous Information Sources using Source Descrip-
tions. Proc. 22th International Conference on Very
Large Data Bases, pp. 251-262, 1996.

[11] S. Chawathe, H. Garcia-Molina, J. Hammer, K. Ire-
land, Y. Papakonstantinou, J. Ullman, and J. Widom.
The TSIMMIS Project: Integration of Heterogeneous
Information Sources. Proc. Information Processing
Society of Japan, pp. 7-18, 1994.

[12] J. D. Ullman. Information Integration Using Logical
Views. In Theoretical Computer Science, Vol. 239, No.
2, pp. 189-210, 2000.

[13] M. Boyd, S. Kittivoravitkul, C. Lazanitis, P.J.
McBrien and N. Rizopoulos. AutoMed: A BAV Data
Integration System for Heterogeneous Data Sources.
In Lecture Notes in Computer Science, Vol. 3084, pp.
82-97, 2004.

[14] R. J. Miller, M. Hernndez, L. M. Haas, L. Yan, C.
T. Howard Ho, R. Fagin, L. Popa. The Clio Project:
Managing Heterogeneity. In SIGMOD Record, Vol. 30,
No. 1, pp. 78-83, 2001.

[15] M. A. Rahman, M. M. Masud, I. Kiringa, and A. El
Saddik. Bi-Level Mapping: Combining Schema and
Data Level Heterogeneity in Peer Data Sharing Sys-
tems. Proc. Alberto Mendelzon Workshop on Founda-
tions of Data Management , Vol. 450, 2009.

[16] M. A. Rahman, M. M. Masud, I. Kiringa, and A.
El Saddik. A Peer Data Sharing System Combining
Schema and Data Level Mappings. In International
Journal of Semantic Computing , Vol 3, No. 1, pp 105-
129, 2009.

[17] J. Madhavan and A. Y. Halevy. Composing mappings
among data sources. Proc. 29th International confer-
ence on Very large data bases, Vol. 29, pp. 572-583,
2003.

[18] R. Fagin, G. Kolaitis, L. Popa, and W. C. Tan. Com-
posing schema mappings: Second-order dependencies
to the rescue. In Journal of ACM Transactions on
Database Systems, Vol. 30, No. 4, pp. 994-1055, 2005.

[19] O. Unal and H. Afsarmanesh. Semi-automated
schema integration with SASMINT. In Journal of

Knowledge and Information System Journal, Vol. 23,
No. 1, pp. 99-128, 2010.

[20] H. Lee and W. Lee. Consistent collective evaluation of
multiple continuous queries for filtering heterogeneous
data streams In Journal of Knowledge and Informa-
tion System, Vol. 22, No. 2, pp. 185-210, 2010.

[21] A. Bonifati, E. Chang, T. Ho, L. V. S. Laksh-
manan, R. Pottinger, and Y. Chung. Schema mapping
and query translation in heterogeneous P2P XML
databases. In International Journal on Very Large
Data Bases, Vol. 19, No. 2, pp. 231-256, 2010.

[22] H. S. AL-Obaidy and A. Al Heela. Annotation: An
Approach for Building Semantic Web Library. Ap-
plied Mathematics and Information Sciences, Vol. 6
No. 1, pp. 133-143, 2012.

[23] W. Sung and M. Tsai. Multi-Sensor Wireless Sig-
nal Aggregation for Environmental Monitoring Sys-
tem via Multi-bit Data Fusion. Applied Mathematics
and Information Sciences, Vol. 5, No. 3, pp. 589-603,
2011.

Md. Anisur Rahman
received his PhD degree
in Computer Science at
the University of Ottawa,
Canada. He completed his
Masters from Asian Insti-
tute of Technology, Thai-
land, in 2000. He is also
a faculty at Computer Sci-
ence Department, Khulna

University, Bangladesh. His research interests are data
integration, schema mappings, model management,
He has published several research papers at interna-
tional journals and conference proceedings.

Mehedi Masud re-
ceived his PhD in Com-
puter Science from the Uni-
versity of Ottawa, Canada.
He is an Assistant Professor
at the Department of Com-
puter Science, Taif Univer-
sity, KSA. His research in-
terests include issues re-
lated to P2P and networked

data management, query processing and optimization,
eHealth, and information security. He has published
several research papers at international journals and
conferences. He has served as a member of the tech-
nical committees of several international conferences
and workshops. He is on the editorial board of some
journals including Journal of Internet and Informa-
tion Systems (JIIS), Journal of Engineering and Com-
puter Innovations, and Journal of Software (JWS). He

c© 2013 NSP
Natural Sciences Publishing Cor.



112 A. Rahman et al : Mapping Composition Combining Schema and Data Level Heterogeneity ...

served as a guest editor for Journal of Computer Sci-
ence and Information Science (ComSIS).

c© 2013 NSP
Natural Sciences Publishing Cor.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


