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Abstract: It is an important methodology to extract product’s overall KANSEI images by evaluating Critical Form Features (CFF). In
this paper, Multi-class Fuzzy Support Vector Machines (MF-SVM) employing Emotional Cellular (EC) model was presented to extract
KANSEI images of product’s CFF. EC is a very special kind of semantics cell, which is defined on two-dimensional (Valence-Arousal)
emotional space. The shell of EC covers the areas of the boundary of each emotional word that reflects its uncertainty, in common, a
density function was employed to reflect this uncertainty. Firstly, product from features was mapped into anN - dimensional vector.
Secondly, the norm of vector space and the fuzzy membership of each element are calculated by using probability density function
of EC including Single Gaussian Model (SGM) and Gaussian Mixture Model (GMM). Finally, One-Versus-Rest (OVR) for multi-
class SVMs was addressed to deal with multi-dimensional KANSEI images. For new products, system will specify all CFFs by using
MF-SVMs. A case study of mobile phone design is given to demonstrate the effectiveness of the proposed methodology.
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1. Introduction

The relationship between preference (KASNEI image) and
physical design elements, such as product form was re-
ported in our previous works [1][2]. KANSEI image is
a persistent awareness, assessment and behavioral ten-
dencies on product including cognitive component, af-
fective component and behavioral component [3]. Nor-
mally, KANSEI Engineering in product form design in-
cludes at least five steps: collecting product pictures and
KANSEI image, refining samples, building the relation-
ships between product pictures and KANSEI image, an-
alyzing product form and synthesizing product form. In
this paper, MF-SVM was applied to solve the problem of
product KANSEI recognition. Firstly, CFFs from products
evaluation data that produced by effective survey system
will be mapped into a point (vector) on Valence-Arousal
emotional space. Secondly, fuzzy membership of concep-
tual model was defined by the probability density of emo-
tional cellular on Valence-Arousal space. And for multiple
KANEI images, multi-class SVM will resolve this situa-
tion and One-against-Rest was adopted this research.

Emotional Cellular (EC) [4] was applied to express
CFF’s KANSEI image. Kernel forms of Emotional Cellu-
lar (EC) have three forms: single point type, plat type and
circular type for that the density function of each EC also
appears multi- modular features, such as Single Gaussian
Model (SGM) and Gaussian Mixed Model (GMM). Based
on the works of Olvi Mangasarian and Wang [5][6], we
developed a GMM density function to measure the EC’s
sensibility that how a point belongs to an EC. The differ-
ent Kernel of EC must be defined separately; and boundary
computing problems will also be introduced according to
different kernel types and density functions. EC’s bound-
ary computing will play an important role for the exact
classification of product’s implicit calculation.

Support Vector Machines, (SVMs) firstly introduced
by V. Vapnik [7], whose basic idea is to look for a suit-
able Hyper-Plane to split the set of points on the space
(Universe), and give the boundary division (Margin). This
is a widely used method for classification and regression,
and it obtains the classification model from training data;
the model can be used to predict the classification of new
data sets including two formals: Binary Support Vector
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Machines (B-SVMs) and Multi-Class Support Vector Ma-
chines (M-SVMs). The advantage of SVM theory is that
it can better solve the small sample on machine learn-
ing problems; the low-dimensional vector is transformed
into high-dimensional space to overcome the classifica-
tion problems and finally to improve the generalization
performance; for non-separated linear space, it also can
be assigned a nonlinear transformation to a linear sepa-
rated in high-dimensional space that is particularly suit-
able for nonlinear cognitive aspects and avoiding the neu-
ral network structure selection and Partial Minimum Point
(PMP) problem [8].

Currently, the support vector machine main application
areas are pattern recognition, density estimation, handwrit-
ing recognition, biological information processing, pos-
ture classification, network intrusion detection and vehicle
classification, etc [9][10][11][12][13]. In the field of indus-
trial design, Meng-Dar Shieh [14] introduced a features re-
gression method applying SVMs and extracted CFFs sub-
set from the case of mobile phone research and illustrated
the effectiveness of this method.

2. Preliminaries

2.1. Label Semantic

Label Semantic (LS), introduced by Lawry [15][16] in
2006, used two appropriateness measures to describe the
inexactness of object, one is a finite set-LA, and another
is Label Expression-LE. For∀Li ∈ LA, Li is a KANSEI
word, andLE is a complex logical connection of LA; for
example, sentence can be generated by words to express
our feelings; however, Natural Language (NL) can not be
quantified them exactly; therefore, it needs a rough gran-
ular operation process, such as Linguistic Variables (LV)
, introduced by Zadeh in 1965. The LA can generate an
expression to describe the object. Thus, the use of LA for
describing objects overcomes the singularity problem re-
garding to traditional KANSEI Engineering (KE), and also
weaken the complexity of NL processing. The main theo-
retical system is constructed as follows:

Definition 1 for a finite setLA, LE has the following
properties:

(1) LA ⊂ LE; i.e.∀L ∈ LA, L ∈ LE;
(2) LE is a complete set; ifθ, ϕ ∈ LE, then¬θ, θ ∧

ϕ, θ ∨ ϕ ∈ LE, obviously,¬θ ∧ ϕ, θ ∨ ¬ϕ ∈ LE.
Definition 2 for ∀x ∈ Ω, Mass Function

mx : 2LA → [0, 1], satisfying:

∑
F⊆LA

mx(F ) = 1 (1)

Definition 3 λ-Mapping:λ : LE → 22LA

, satisfying:
(1) ∀Li ∈ LA, λ(Li) = {F ⊆ LA|Li ∈ F}
(2) λ(θ ∧ ϕ) = λ(θ) ∩ λ(ϕ)
(3) λ(θ ∨ ϕ) = λ(θ) ∪ λ(ϕ)
(4) λ(¬θ) = λ(θ)c

θ ∈ LE is a description of an instancex on Universe
Ω, denoted byµθ(x), then we have that:

Definition 4 Appropriate Measurement:µ : LA ×
Ω → [0, 1], satisfying:

If∀θ ∈ LE, ∀x ∈ Ω, thenµθ(x)

=
∑

F∈λ(θ)

mx(F ) (2)

µθ(x) have the following properties:
(1) If θ is a synonymous expressions, thenµθ(x) = 1
(2) If θ is contradictory, thenµθ(x) = 0
(3) If θ ∧ ϕ is contradictory, then∀x ∈ Ω, µθ∨ϕ(x) =

µθ(x) + µϕ(x)
(4) ∀x ∈ Ω,µ¬θ(x) = 1− µθ(x)
(5) ForF ⊆ LA, let θF = ( ∧Li∈F Li) ∧ ( ∧Li /∈F Li),

thenmx(F ) = µθF
(x)

For single point descriptionLi, we have that:

µLi
(x) =

∑

F⊆LA:Li∈F

mx(F ),∀x ∈ Ω, Li ∈ LA (3)

And µLi(x) have the following properties:
(1) ForµLi(x), i = 1, 2..., n, andµLi(x) ≥ µLi+1(x),

then mx({L1, L2, ..., Ln}) = µLn(x), furthermore, we
have that:

mx({L1, L2, ..., Li}) = µLi(x)− µLi+1(x),
mx(φ) = 1− µL1(x) (4)

(2) For∀F ⊆ LA, we have that:

mx(F ) =
∏

Li∈F

µLi(x)×
∏

Li /∈F

(1− µLi(x)) (5)

Definitions mentioned above implicated an inexactly
description of object in mathematical formalization, but
in fact, the distribution status of mass function is diffi-
cult to be obtained. LS theory proved the reasonability of
expression method that generated by emotional vocabu-
lary that will make contribution to EC modeling. In the
semantic space, LS theory although gave the formal defi-
nition of the expression, but its ultimate goal is to obtain
an independent semantic concept, and to use this concept
of the semantic content on fuzzy boundary computing to
determine the inherent emotional element of product. Fur-
ther, Lawry and Tang proposed the Prototype Theory (PT)
[17][18][19], which developed a calculation method based
on neighborhood of the concept for establishing a model
of semantic extraction, and illustrated its effectiveness in
rule-based knowledge reasoning.

2.2. Prototype Theory

For∀Li ∈ LA, LabelLi is a conception which can formal-
ized as ”AboutPi ”, wherePi is a prototype of conception
Li. AboutPi can describe the conceptionLi exactly, ifLA
is an n-dimensional Euclidean space,d is an Euclidean dis-
tance, then there exists a unknown boundaryε > 0 that all

c© 2012 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci.6, No. 1, 41-49 (2012) / www.naturalspublishing.com/amis/ 43

elements in a neighborhood ofPi will describeLi more
exactly.

Definition 5 for ∀Li ∈ LA, ε > 0, neighborhood is
defined by:

Nε
Li

= {x : d(x, Pi) ≤ ε} (6)

whered(x, Pi) = {inf{d(x, y) : y ∈ Pi}
Definition 6 ∀ε > 0, θ, ϕ ∈ LE, Nε

Li
have the follow-

ing properties:
(1) Single Point:Nε

θ = Nε
Li

, if θ = Li ∈ LA
(2) Nε

θ∧ϕ = Nε
θ ∩Nε

ϕ

(3) Nε
θ∨ϕ = Nε

θ ∪Nε
ϕ

(4) Nε
¬θ = (Nε

θ )c

Definition 7 ∀θ ∈ LE, ∀x ∈ Ω, the probability ofx
belongs to the random neighborhood ofθ is:

µθ(x) = δ({ε : x ∈ Nε
θ } (7)

µθ(x) have the following properties:
(1) If AboutPi is the exactly description ofLi, then

µLi
(x) = d(x, Pi)
(2) µθ∧ϕ(x) = µθ(x) ∩ µθ(x)
(3) µθ∨ϕ(x) = µθ(x) ∪ µθ(x)
(4) µ¬θ(x) = µθ(x)c

EC’s formalized definition will founded based on the
prototype theory as mentioned above.

2.3. Emotional Cellular Theory

2.3.1. Kernel of Emotional Cellular

Definition 8 For ∀P ∈ Ω, P is a point belongs to
the universeΩ = {(E1, E2, ..., En) : Ei ∈ P} .
Particularly, in Valence-Arousal emotional spaceP =
(V alence, Arousal) = (v, a), Ω = {(v, a)|v, a ∈ R}

Definition 9 Distanced = ‖·‖ in Valence-Arousal
emotional space, satisfied by the condition as follows:

d(P, P ) = ‖P‖ =
√

(v2 + a2) (8)

d(P ±Q) = ‖P ±Q‖
=

√
((vP ± vQ)2 + (aP ± aQ)2),

∀P, Q ∈ Ω (9)

∀α, β ∈ R,P, Q ∈ Ω, we have that:

d(αP ± βQ) = ‖αP ± βQ‖
=

√
(αvP ± βvQ)2 + (αaP ± βaQ)2 (10)

Furthermore, we have that:

d(αP + βQ) ≤ |α| · d(P ) + |β| · |d(Q) (11)

Definition 10 for ∀P ∈ Ω, there exists a neighborhood
Nε

P :

Nε
P = {X| ‖P −X‖ < ε, X ∈ Ω} (12)

Definition 11 Single point kernel is defined by:

{PK}, PK =
1

‖K‖
∑

Pi∈K

Piρ(Pi) (13)

whereK is KASNEI adjectives set andρ(Pi) is the density
of Pi.

Definition 12 Circular kernel is defined by:

{Pj |Pj ∈ Nε
PK
} (14)

wherePK = 1
‖K′‖

∑
Pi∈K′

Piρ(Pi),K ′ ⊂ K andK ′ =

{Pi|ρ(Pj) ≤ ρT }, ρT is a given const to limit the scale of
kernel.

Definition 13 Flat kernel is defined by:

{∪
i
PK} (15)

wherePK subject to Def. 12.

2.3.2. The shell of Emotional Cellular

The shell of EC gives the scale of neighborhood of all emo-
tional elements that is uncertainty- we called ”soft mem-
brane” which was defined by:

Definition 14 Upper Approximation Shell (UAS):
UPB = {Pl|Pl ∈ Nεu

PK
}, Lower Approximation Shell

(LAS): LPB = {Pl|Pl ∈ Nεl

PK
}, then shell of EC is:

PB = UPB\LPB = N(u, v) (16)

whereu, v are related to the density function.

2.3.3. Probability density of Emotion Cellular under
SGM and GMM

For single point and circular type kernel of EC, Single
Gaussian Model (SGM) was applied to describe the den-
sity of these points, which was defined as:

ρ(P ; µ,∆) =
1√

(2π)3 |∆|
e−

1
2 (P−µ)T ∆−1(P−µ) (17)

where∆ is a covariance matrix,µ is the central point of
density function, the density function’s properties are con-
ducted by(∆,µ), so, this is a Parameter Estimation (PE)
problem.

And for plat type kernel of EC, multi SGMs will be
addressed to resolve this problem.

G(P ) =
∑

i

αiρ(P ; µi,∆i), i = 1, 2, · · ·n (18)

Where
∑
i

αi = 1, G(P ) is a Gaussian Mixture Model

(GMM).
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3. Multi-Class Fuzzy Support Vector
Machines Based Emotional Cellular

3.1. Definitions

Definition 15 For ∀Xi ∈ <N , 0 < si ≤ 1, Yi ∈
{1,−1}, i = 1, 2, · · ·, k is classification labels, noted by
{(Yi, Xi, si)|i = 1, 2, · · ·, k}. Let Yi be the label ofXi’s
classification. If there exits a planef(x) =< w, x > −b
that all points (Yi = −1) are in the side off(x) < 0, and
other points (Yi = 1) are in side off(x) > 0, thenf(x) is
a Separating Hyper-Plane (HP)(shown in Fig 1).

Separating

Line

Class 2

Class 1

x1

x2

Minimum

Margin

Maximum

Margin

Class 1

Class 1

Class 2

x1

x2

Figure 1 Separating Hyper-Plane in Support Vector Machine

Definition 16 Let SHP be< X, W > +b = 0, the
distance between pointX and SHP is:

D =
|(WXq)± b|

‖W‖

=
|

n∑
i=1

wixiq ± b|
√

w2
1 + w2

1 + · · ·+ w2
n

(19)

whereW is weight,B is bias.
Definition 17 Support Hyper-Plane is parallel with

SHP and the closest to the data group, which is denoted
by: < w, x >= b + δ and< w, x >= b− δ

Definition 18 Let d be the distance between Support
Hyper-Plane and Optimal Separating Hype-plane (OSH),
which is calculated by:d = 1

‖w‖ , where ‖w‖ =<

wT , w > is the norm of vector.
Definition 19 The objective of SVM is to resolve the

minimum of 1
2‖w‖2 subject toyi(< wT , xi > −b)− 1 ≥

0.
From Def. 19, by using Lagrange Multiplier Methods

(LMM), we have that:

L = (w, b, a) =
1
2
‖w‖2

−
n∑

i=1

αi[yi(wT xi − b)− 1] (20)

The objective is transformed to resolve the minimum of
L. Partial deferential on Eq. (20) byw, b respectively, we

have that:
∂L

∂w
= w −

n∑

i=1

αiyixi = 0,

∂L

∂b
=

n∑

i=1

αiyi = 0 (21)

then we have that:

Max{L} =
n∑

i=1

αi − 1
2

∑

ij

αiαjyiyjxi
T xj (22)

where
n∑

i=1

αiyi = 0, ∀αi ≥ 0

Karash-Kuth-Tuchwe terms:
∂L
∂w = w −

n∑
i=1

αiyixi = 0

∂L
∂b =

n∑
i=1

αiyi = 0

yi(wT xi − b) ≥ 1
αi ≥ 0
αi[yi(wT xi − b)− 1] = 0

(23)

While training data was subjected to KKT and all these
points are on support Hyper-Plane, we call these points as
Support Vectors (SV), which are applied to classify new
point. For SVxi, b∗ =

∑
j

αjyjxj
T xi − b∗, the new point

will be classified by the positive and negative off(x) =
w∗T x− b∗ =

∑
i

αiyixi
T x− b∗.

High dimensional mapping to resolve non-separating
situation: Kernel MappingΦ.

(1) Linear Kernel:k(xi, xj) = xi
T xj

(2) Polynomial Kernel:k(xi, xj) = (γxT
i xj + r)p,

γ > 0
(3) Radial basis function:k(xi, xj) = e(−γ‖xi−xj‖2),

γ > 0
(4) S -type:k(xi, xj) = tanh(γxT

i xj + r)
If there is not exist an OSH, we need to set a error

variableξ to deal with the margin overlap, let
wT xi − b ≤ −1 + ξi, ∀yi = −1
wT xi − b ≥ 1− ξi,∀yi = +1 (24)

Let penalty function for error variableξ be C(
∑
i

ξi)k,

whereC is weight, then the objective function is converted
to:

Min{1
2
‖w‖2 + C

∑

i

ξi} (25)

subject toyi(wT xi − b)− 1 + ξi ≥ 0, ξi ≥ 0.
The new objective is:

L(w, b, ξ, α, µ) =
1
2
‖w‖2 + c

∑

i

ξi

−
n∑

i=1

αi[yi(wT xi − b)

−1 + ξi]−
n∑

i=1

µiξi (26)
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We can update KKT terms as:

∂L
∂w = 0
∂L
∂b = 0
∂L
∂ξ = 0, yi(wT xi − b)− 1 + ξi ≥ 0,

αi ≥ 0, µi ≥ 0
Slackness : αi(yi[wT xi − b)− 1 + ξi] = 0
Slackness : µiξi = 0

(27)

3.2. Multi-class SVM

SVM is a binary classifier, for multi-classification, it can
be combined in two methods as bellow:

(1) One-Versus-Rest (OVR): the two-class SVM was
used as a component in these multi-class classifications al-
gorithms. Thei -th SVM can separate thej -th classifica-
tion and the rest, so it is also regarded as a binary SVM
[20].

(2) One -Versus-One (OVO), to constructn(n−1)
2

SVMs for each 2 SVMs [21][22][23].
OVR was applied in this paper.

3.3. Fuzzy SVM

To improve the performance of SVM, C. Lin proposed
[24] fuzzy support vector machines (FSVMs), and gave the
fuzzy membership functions that applied widely in indus-
trial design fields [25][26][27]. In FSVMs, it is very dif-
ficult to assign the membership for every element. In this
paper, for KANSEI extraction problem, we’ll re-define the
fuzzy membership.

Given a large enoughC to make the margin small
enough that will be under less misclassification. For
(yi, xi, si), 0 < si ≤ 1, siξi is the indicator of error, let

ξ = {ξi|i = 1, 2, · · ·N},
s = {si|i = 1, 2, · · ·N} (28)

Then we have that:

Min{φ(w, ξ, s)} =
1
2
‖w‖2 + C

N∑

i=1

siξi (29)

subject toyi(wT φ(xi) + b) ≥ 1 − ξi, ξi ≥ 0, i = 1, 2, · ·
·, N , wherew = (w1, w2, · · ·, wN )T , by using LMM, we
have that:

L(w, α, β) = f(w)−
k∑

i=1

αigi(w)

−
m∑

j=1

βjhj(w) = αtg(w)− βth(w) (30)

L(w, b, ξ, α, β) =
1
2
‖w‖2 + C

N∑

i=1

ξisi

−
N∑

i=1

αi(yi(wT ϕ(xi) + b)

−1 + ξi)−
N∑

j=1

βjξj

(31)

We have that:

Max w(x) =
l∑

i=1

αi − 1
2

l∑

i=1

l∑

j=1

αiαjyiyjk(xi, xj)(32)

where
l∑

i=1

yiαi = 0, 0 ≤ αi ≤ siC, i = 1, 2, · · ·, N .

In FSVMs, if si = 0, ∀i then it means the minimum mis-
classification. Membership of SVMs includes distance -
base and density-base [28][29]. Distance-based member-
ship was introduced as bellows:

Definition 20 Let µ > 0 be the minimum of mem-
bership andsi = f(ti) > 0, t1 < t2 < · · · < tN ,
s1 = f(t1) = µ, sN = f(tN ) = 1 we have that:

si =
1− µ

tN − t1
ti +

tNµ− t1
tN − t1

(33)

or

si = (1− µ)(
ti − t1
tN − t1

)2 + µ (34)

Definition 21 Let X+, N+, be average and count
of points (yi = +1), X−, N− be the same of points
(yi = −1), then we haveX+ = 1

N+

∑
yi=+1

xi, X− =

1
N−

∑
yi=−1

xi. And the distance betweenX+ andX− is:

r = ‖X+ −X−‖.
Definition 22 Let U+ = Max

yi=+1
‖X+ − xi‖ , L+ =

Max
yj=−1

‖xj −X−‖, then the radius of class (+1),r+
Min =

L+, r+
Max = Max{r, U+}. If ∃ ‖xj −X+‖ = r+

Max,
then its membership isµ(µ > 0), if ‖xj −X+‖ > r+

Max
then its membership is 0, and furthermore we have that:

sj = (1− ‖xj −X+‖
r+
Max + µ

)× r+
Max + µ

r+
Max + µ− L+

(35)

We can also defineU− = Max
yi=−1

‖X− − xi‖, L− =

Min
yj=+1

‖xj −X−‖, r−Min = L−, and r−Max =

Max{r, U−} to get:

si = (1− ‖xi −X−‖
r−Max + µ

)× r−Max + µ

r−Max + µ− L−
(36)

But, the fuzzy membership solely measuring by the abso-
lute distance will make the class not to be under a true re-
flection of the degree of aggregation. In this paper, the per-
ceptual image representative of the typical product form
features under different degree of dispersion will need to
be employed the density method to construct fuzzy mem-
bership degree, while the density is the probability density
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function (decided by(σ, c) ) of product form features in
Valence-Arousal emotional space.

Definition 23 Let ρ(xi) = ρ(σi, ci) be the probability
density function of formFi = xi in Valence-Arousal emo-
tional space, whereσ is the standard deviation of relative
EC’s Valence-Arousal.c is an average value. If the kernel

of EC is plat-type, thenρ(xi) =
3∑

k=1

ρ(σk

i , ck

i ), we have

that:

ρ(xi) =
3∑

k=1

ρ(σk, ck)

=
3∑

k=1

1√
2πσk

e
− 1

2

(
V A(xi)−c

σk

)2

(37)

whereV A(Fij) denotes the form-Fij ’s single dimen-
sional dateνij or aij in Valence-Arousal emotional space.
For pointsxi, yi = {−1,+1} are classification labels, we
can construct MF-SVMs. To calculate the similarity of two
points, the similarity formula must be given as:

Definition 24 Let N+, N− be the count of pointsyi =
+1 andyi = −1, let

D+ =
2

N+(N+ − 1)

∑

i,jyi=yj=1

‖xiρ(xi)− xjρ(xj)‖(38)

D− =
2

N−(N− − 1)

∑

i,jyi=yj=−1

‖xiρ(xi)− xjρ(xj)‖(39)

And let

D+
Max = Max{

∑

i,jyi=yj=+1

‖xiρ(xi)− xjρ(xj)‖} (40)

D−
Max = Max{

∑

i,jyi=yj=−1

‖xiρ(xi)− xjρ(xj)‖} (41)

D+
Min = Min{

∑

i,jyi=yj=+1

‖xiρ(xi)− xjρ(xj)‖} (42)

D−
Min = Min{

∑

i,jyi=yj=−1

‖xiρ(xi)− xjρ(xj)‖} (43)

Let η = |D+ −D−|, then

ηMax = Max{∣∣D+
Max −D−

Min

∣∣ ,
∣∣D+

Min −D−
Max

∣∣} (44)

ηMin =
∣∣D+

Min −D−
Min

∣∣ (45)

The fuzzy membership of point was calculated by:

si = (1−
∥∥xiρ(xi)−D+

Min

∥∥
ηMax + µ

)

× ηMax + µ

ηMax + µ−D+
Min

× 1
D+

(46)

or

si = (1−
∥∥xiρ(xi)−D−

Min

∥∥
ηMax + µ

)

× ηMin + µ

ηMin + µ−D−
Min

× 1
D− (47)

4. Kasnei Extraction Employing MF-SVM
And Emotional Cellular Model

4.1. Probability Density- based Fuzzy KANSEI
Representation

By morphological analysis, product form can be decom-
posed into a number of features, letP = {P1, P2, · · ·, Pl},
Pi, 1 ≤ i ≤ l, Pi ∈ {ai1, ai2, ···, aiki}, aij , 1 ≤ i ≤ l, 1 ≤
j ≤ ki is the attribute set relative toPi and each productP
was mapped into a point inn -dimensional space which de-
noted byP = {a1t1 , a2t2 , · · ·, antn

}, where form element
aij is a vector of Valence-Arousal emotional space whose
measurement is defined by EC and its probability den-
sity function. For each product form, a Valence-Arousal
space will be defined subsequently. And we need to give
the fuzzy similarity computing methods for two products.
Given two productsP andQ, if their evaluation is similar,
then:

Sim =
n∑

i=1

‖E(Pi)ρ(Pi)− E(Qi)ρ(Qi)‖ < δ (48)

whereE(Pi) is the evaluation on thei -th form noted by
(v, a) andρ(Pi) is the Gaussian density function.δ is the
given threshold. For each productP, its KASNEI images
will be formalized asK = {K1,K2, ···, Kt}. The kernel’s
probability function of KASNEI imageKi is ρ, hence,
the fuzzy evaluation is presented by{ K1

ρ(K1)
+ K2

ρ(K2)
+ · ·

· + Kt

ρ(Kt)
}; furthermore, it can be transform to standard

presentation through a standardization operatorΓ , which
mapped eachρ(Ki) into [0, 1], we have that:

E = { K1

Γ (ρ(K1))
+

K2

Γ (ρ(K2))

+ · · ·+ Kt

Γ (ρ(Kt))
} (49)

Applying K -class SVM, product form’s KASNEI image
will be evaluated by{Ki}. So, we need to classify under
t -dimension. ForK1, binary SVMs was applied to clas-
sify the first dimension data fromK and inn -dimension
space, a hyper-plane will be constructed to separate the
space intoK1 and notK1, and lety = {K1,¬K1}, K1 =
{xi, yi, si}, wherexi is the evaluation data onK1 which
belongs ton - dimensional space, letyi = {+1,−1},
where+1 denotesK1 and−1 denotes¬K1, si is calcu-
lated by (Eq. 46). All points are belonging toRn. However,
due to multi-dimensional description of KANSEI image,
the data must be under high - dimensional mapping ma-
nipulation and linear kernel was adopted in this paper.

4.2. Case Study

In case study, we illustrated how the proposed method ap-
plied in product KANSE image prediction. First, mobile
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phones pictures were collected widely, and the product’s
features were divided into form features and non-form fea-
tures through morphological analysis. Then, we applied
the proposed MF-SVMs process to extract KANSEI im-
ages from these CFFs. The framework of this work was il-
lustrated in Fig 2. Each product (mobile phone) was evalu-
ated by using Staple scale (shown in Fig 3.) and the critical
form features were listed in Fig 4.

Second, the KASNEI adjectives were also collected
widely and selection evaluation experiment will be con-
ducted to select suitable adjectives to describe the seman-
tics of the style. Table 1 illustrated the computing result
applying the proposed methods where density membership
S relatives to classification labelY and each form features
X1−X9, if Xi is a CFF, thenY = +1, or elseY = −1.

Mapping
Points in Valence-

Arousal Space

Emotional Cellular 

Density Function

Similarity Analysis

Product KANSEI Image Presentation

Classification Labels Definition

Fuzzy Membership Generating

Customer Affective Needs

Evaluation Methods

(Staple Scaling)

Perceptual Design Element

Raw data

Sale Record

Product

Specification

Kansei Images

Critical Form Features

Vector: (Xi, yi, si)

Linear Kernel 

Mapping

Multi-class: OVR

Kansei Database Construction

Multi-class Fuzzy SVMs Training

Prediction Approach

P(Xi) {Yi, si}

Yi {K1, K2, , Kn}

Si {K1, K2, , Kn}

Rule Base

MF-SVMs Classifier

New Products

Figure 2 The framework of EC based MF-SVM in Product
KASNEI Extraction

Do you believe that the Kansei adjective Comfortable aptly

describes or poorly describes this mobile phone ? On a scale of +5 to -

5 with +5 being very good description and -5 being poor description. 

Please rank it according the Kansei adjective Comfortable

Do you believe that the Kansei adjective Comfortable aptly 

describes or poorly describes this mobile phone ? On a scale of +5 to -

5 with +5 being very good description and -5 being poor description. 

Please rank it according the Kansei adjective Comfortable
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Figure 3 Staple Scale Evaluation on Mobile Phone’s KANSEI
Image

Figure 4 Critical Form Features of Mobile Phone
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According to the results of Table 4.1, the typical
samples-(V, A) will be calculated and then they were clas-
sified into appropriate emotional cellular kernels. Accord-
ing to the center samples of emotional cellular set and
Gaussian density parameters, we can calculate the average
density of the kernel. Table 4.2 shows the result. The ker-
nel density by standardization operation (center samples
of Table 4.2.) is the fuzzy membership of corresponding
KANSEI image. it will be easy to calculate the fuzzy sim-
ilarity of any products by parameters(σ, c).

5. Concluding remarks

In this paper, we proposed multi-classification fuzzy sup-
port vector machines employing emotional cellular model
and developed its applications in KANSEI engineering.
First of all, the basic concepts of support vector machines
was discussed, as reference to product’s multiple KANSEI
images expression, a multi-class support vector machine
was applied in KANSEI extraction system and emotional
cellular model relative to Valence-Arousal space was ap-
plied to express implicit emotional of products. Evaluation
on product is no longer appearing purely and single KAN-
SEI, and Valence-Arousal will directly be used to evaluate
the product form features. According to ratings data, the
relationship between product and EC including the typical
product set with the Gaussian density function can be dis-
covered. By multi-class support vector machine model, the
emotional cellular and its Gaussian density function were
used to classify each KANSEI. Case study shows that the
emotional cellular model combining MF-SVMs technol-
ogy was suitable to extract KANSEI of products. The pro-
posed methods and its application research also show that
KANSEI is presented more exactly by comparing with tra-
ditional methodology. Otherwise, the EC based multi-class
fuzzy support vector machines integrated to KANSEI En-
gineering is still under development, perceptual evaluation
on product and efficient algorithms also depend on the fur-
ther improvement of the accuracy and mathematical for-
malization of emotion, especially Valence-Arousal space
was also directly affects the extraction process of product
form features.
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