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#### Abstract

This article discuss the existence and uniqueness of solutions for a system of nonlinear fractional differential equations involving Hadamardfractional derivative with nonlocal mixed boundary conditions with multiple orders. Example is given to demonstrate application of our results.
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## 1 Introduction, motivation and preliminaries

Approximately 322-years old ago fractional calculus was paid attention to most of the available fractional differential equations based on Riemann-Liouville and Caputo operators. One of the important characteristics of fractional operators is their nonlocal nature. Counting for the hereditary properties of many phenomena and processes involved.

The theory of fractional order differential equations involving different kinds of boundary conditions has been a field of interest in pure and applied sciences. In addition to the classical two-point boundary conditions, great attention is paid to nonlocal multipoint and integral boundary conditions. Nonlocal conditions are used to describe certain features of physical, chemical or other processes occurring in the internal positions of the given region, while integral boundary conditions provide a plausible and practical approach to modeling the problems of blood flow. For more details and explanation, see, for instance [1].

The efficient of the fractional differentiation approach has been proven in various sciences branches such as physics, chemistry, epidemiology, finance and biology sciences $[1,2,3,4,5,6]$, these are few of them just to mention. Hadamard derivative differs from the preceding ones in the sense that the kernel of the integral contains a logarithmic function of arbitrary exponent. Details and properties of the Hadamard fractional derivative and integral can be found in $[7,8,9,10$, 11,12].

However, differential equations with Hadamard derivatives is still studied less than that of Riemann-Liouville and Caputo fractional differential equations, see $[13,14,15,16,17,18,19,20,21]$. The purpose of this article is to investigate the existence of solutions for the following system of nonlinear fractional derivative subject to the mixed Hadamard fractional derivative and Hadamard fractional integral conditions with multiple orders.

[^0]\[

$$
\begin{align*}
{ }_{H} D_{a^{+}}^{\alpha} u(t) & =f(t, u(t), v(t)), 1<\alpha \leq 2, a \leq t \leq T \\
{ }_{H} D_{a^{+}}^{\beta} v(t) & =g(t, u(t), v(t)), 1<\beta \leq 2, a \leq t \leq T  \tag{1}\\
u(a) & =0, \quad k_{1 H} I_{a^{+}}^{p_{1}} u(T)+M_{1 H} D_{a^{+}}^{p_{2}} u(T)=\delta_{1} \int_{a}^{\xi} u(s) d s+\varepsilon_{1}, \\
v(a) & =0, \quad k_{2 H} I_{a^{+}}^{q_{1}} v(T)+M_{2 H} D_{a^{+}}^{q_{2}} v(T)=\delta_{2} \int_{a}^{\eta} v(s) d s+\varepsilon_{2},
\end{align*}
$$
\]

where ${ }_{H} D_{a^{+}}^{\theta}$ is the Hadamard fractional derivative of order $\theta_{1}=\left\{\alpha, \beta, p_{2}, q_{2}\right\} \operatorname{and}_{H} I_{a^{+}}^{\theta_{2}}$ is the Hadamard fractional integral of order $\theta_{2}=\left\{p_{1}, q_{1}\right\}$ with $\alpha-1<p_{1}, p_{2}<\alpha, \beta-1<q_{1}, q_{2}<\beta, a<\xi, \eta \leq T, \delta_{1}, \delta_{2}, \varepsilon_{1}, \varepsilon_{2}, k_{1}, k_{2}, M_{1}, M_{2} \in$ $\mathbb{R} f, g \in C\left([a, T] \times \mathbb{R}^{2}, \mathbb{R}\right)$.
The reminder of the article is as follow: in the next Section, we present a basic concepts of Hadamard fractional calculus. In Section 3, main results are given to investigate the existence and uniqueness of solutions for the problem 1. This paper ends in Section 4 with a concluding remarks.

## 2 Preliminaries

In this section we introduce definition of the Hadamard fractional integral and derivative and present an auxiliary lemma to define the solution of problem 1.
Definition 2.1 The Hadamard fractional integrals of order $\alpha$ for a continuous function $\varphi:[a, \infty] \rightarrow \mathbb{R}$ are defined by

$$
{ }_{H} I_{a^{+}}^{\alpha} \varphi(x)=\frac{1}{\Gamma(\alpha)} \int_{a}^{x}\left(\ln \frac{x}{t}\right)^{\alpha-1} \varphi(t) \frac{d t}{t}
$$

Definition 2.2 The Hadamard fractional derivatives of order $\alpha$ for a continuous function $\varphi:[a, \infty] \rightarrow \mathbb{R}$ are defined by ${ }_{H} D_{a^{+}}^{\alpha} \varphi(x)=\delta^{n}\left({ }_{H} I_{a^{+}}^{n-\alpha} \varphi\right)(x)=\left(x \frac{d}{d x}\right)^{n} \frac{1}{\Gamma(n-\alpha)} \int_{a}^{x}\left(\ln \frac{x}{t}\right)^{n-\alpha-1} \varphi(t) \frac{d t}{t}$,

$$
{ }_{H} D_{a^{+}}^{\alpha}\left(\ln \frac{t}{a}\right)^{\beta-1}=\frac{\Gamma(\beta)}{\Gamma(\beta-\alpha)}\left(\ln \frac{t}{a}\right)^{\beta-\alpha-1}
$$

then

$$
{ }_{H} I_{a^{+}}^{\alpha}\left({ }_{H} D_{a^{+}}^{\alpha} x\right)(t)=x(t)-\sum_{j=1}^{n} c_{j}\left(\ln \frac{t}{a}\right)^{\alpha-1}
$$

## Notations

$$
\begin{gathered}
\Delta_{1}=k_{1} \frac{\Gamma\left(p_{1}\right)}{\Gamma\left(p_{1}+\alpha\right)}\left(\ln \frac{T}{a}\right)^{\alpha+p_{1}-1}+M_{1} \frac{\Gamma(\alpha)}{\Gamma\left(\alpha-p_{2}\right)}\left(\ln \frac{T}{a}\right)^{\alpha-p_{2}-1}-\delta_{1} \int_{a}^{\xi}\left(\ln \frac{s}{a}\right)^{\alpha-1} d s \\
\lambda_{1}(t)=\frac{\varepsilon_{1}}{\Delta_{1}}\left(\ln \frac{t}{a}\right)^{\alpha-1}, \lambda_{2}(t)=\frac{K_{1}}{\Delta_{1}}\left(\ln \frac{t}{a}\right)^{\alpha-1}, \lambda_{3}(t)=\frac{M_{1}}{\Delta_{1}}\left(\ln \frac{t}{a}\right)^{\alpha-1}, \lambda_{4}(t)=\frac{\delta_{1}}{\Delta_{1}}\left(\ln \frac{t}{a}\right)^{\alpha-1}, \\
\Delta_{2}=k_{2} \frac{\Gamma\left(q_{1}\right)}{\Gamma\left(q_{1}+\beta\right)}\left(\ln \frac{T}{a}\right)^{\beta+q_{1}-1}+\frac{\mathrm{M}_{2} \Gamma(\beta)}{\Gamma\left(\beta-q_{2}\right)}\left(\ln \frac{T}{a}\right)^{\beta-q_{2}-1}-\delta_{2} \int_{a}^{\eta}\left(\ln \frac{s}{a}\right)^{\beta-1} d s, \\
\phi_{1}(t)=\frac{\varepsilon_{2}}{\Delta_{2}}\left(\ln \frac{t}{a}\right)^{\beta-1}, \phi_{2}(t)=\frac{K_{2}}{\Delta_{2}}\left(\ln \frac{t}{a}\right)^{\beta-1}, \quad \phi_{3}(t)=\frac{M_{2}}{\Delta_{2}}\left(\ln \frac{t}{a}\right)^{\beta-1}, \quad \phi_{4}(t)=\frac{\delta_{2}}{\Delta_{2}}\left(\ln \frac{t}{a}\right)^{\beta-1} .
\end{gathered}
$$

Lemma 3.2 The following system given by

$$
\left\{\begin{array}{c}
{ }_{H} D_{a^{+}}^{\alpha} u(t)=w_{1}(t), 1<\alpha \leq 2,0<a \leq t \leq T, \\
H D_{a^{+}}^{\beta} v(t)=w_{2}(t), 1<\beta \leq 2, a \leq t \leq T, \\
u(a)=0, k_{1 H} I_{a^{+}}^{p_{1}} u(T)+M_{1 H} D_{a^{+}}^{p_{2}} u(T)=\delta_{1} \int_{a}^{\xi} u(s) d s+\varepsilon_{1}, \\
v(a)=0, k_{2 H} I_{a^{+}}^{q_{1}} v(T)+M_{2 H} D_{a^{+}}^{q_{2}} v(T)=\delta_{2} \int_{a}^{\eta} v(s) d s+\varepsilon_{2},
\end{array}\right.
$$

is equivalent to the following integral equations

$$
\begin{aligned}
u(t) & =\lambda_{1}(t)+\frac{1}{\Gamma(\alpha)} \int_{a}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1} w_{1}(s) \frac{d s}{s}-\frac{\lambda_{2}(t)}{\Gamma\left(\alpha+P_{1}\right)} \int_{a}^{T}\left(\ln \frac{T}{a}\right)^{\alpha+p_{1}-1} w_{1}(s) \frac{d s}{s} \\
& -\frac{\lambda_{3}(t)}{\Gamma\left(\alpha-P_{2}\right)} \int_{a}^{T}\left(\ln \frac{T}{a}\right)^{\alpha-p_{2}-1} w_{1}(s) \frac{d s}{s}-\frac{\lambda_{4}(t)}{\Gamma(\alpha)} \int_{a}^{\xi}\left(\int_{a}^{s}\left(\ln \frac{s}{\tau}\right)^{\alpha-1} w_{1}(\tau) \frac{d \tau}{\tau}\right) d s \\
v(t) & =\phi_{1}(t)+\frac{1}{\Gamma(\beta)} \int_{a}^{t}\left(\ln \frac{t}{s}\right)^{\beta-1} w_{2}(s) \frac{d s}{s}-\frac{\phi_{2}(t)}{\Gamma\left(\beta+q_{1}\right)} \int_{a}^{T}\left(\ln \frac{T}{a}\right)^{\beta+q_{1}-1} w_{2}(s) \frac{d s}{s} \\
& -\frac{\phi_{3}(t)}{\Gamma\left(\beta-q_{2}\right)} \int_{a}^{T}\left(\ln \frac{T}{a}\right)^{\beta-q_{2}-1} w_{2}(s) \frac{d s}{s}+\frac{\phi_{4}(t)}{\Gamma(\beta)} \int_{a}^{\eta}\left(\int_{a}^{s}\left(\ln \frac{s}{\tau}\right)^{\beta-1} w_{2}(\tau) \frac{d \tau}{\tau}\right) d s
\end{aligned}
$$

Proof. Solving the linear equations

$$
\begin{aligned}
{ }_{H} D_{a^{+}}^{\alpha} u(t) & =w_{1}(t) \\
{ }_{H} D_{a^{+}}^{\beta} v(t) & =w_{2}(t)
\end{aligned}
$$

we get

$$
\begin{align*}
& u(t)={ }_{H} I_{a^{+}}^{\alpha} w_{1}(t)+c_{1}\left(\ln \frac{t}{a}\right)^{\alpha-1}+c_{2}\left(\ln \frac{t}{a}\right)^{\alpha-2}  \tag{2}\\
& v(t)={ }_{H} I_{a^{+}}^{\beta} w_{2}(t)+d_{1}\left(\ln \frac{t}{a}\right)^{\beta-1}+d_{2}\left(\ln \frac{t}{a}\right)^{\beta-2} \tag{3}
\end{align*}
$$

The boundary conditions $u(a)=0, v(a)=0$ implies $c_{2}=d_{2}=0$.

$$
\begin{align*}
& u(t)={ }_{H} I_{a^{+}}^{\alpha} w_{1}(t)+c_{1}\left(\ln \frac{t}{a}\right)^{\alpha-1}  \tag{4}\\
& v(t)={ }_{H} I_{a^{+}}^{\beta} w_{2}(t)+d_{1}\left(\ln \frac{t}{a}\right)^{\beta-1} \tag{5}
\end{align*}
$$

observe that

$$
\begin{aligned}
& H I_{a^{+}}^{p_{1}} u(t)={ }_{H} I_{a^{+}}^{\alpha+p_{1}} w_{1}(t)+c_{1} \frac{\Gamma\left(p_{1}\right)}{\Gamma\left(p_{1}+\alpha\right)}\left(\ln \frac{t}{a}\right)^{\alpha+p_{1}-1} \\
& { }_{H} D_{a^{+}}^{p_{2}} u(t)={ }_{H} I_{a^{+}}^{\alpha-p_{2}} w_{1}(t)+c_{1} \frac{\Gamma(\alpha)}{\Gamma\left(\alpha-p_{2}\right)}\left(\ln \frac{t}{a}\right)^{\alpha-p_{2}-1} \\
& H_{H} I_{a^{+}}^{q_{1}} v(t)={ }_{H} I_{a^{+}}^{\beta+q_{1}} w_{2}(t)+d_{1} \frac{\Gamma\left(q_{1}\right)}{\Gamma\left(\beta+q_{1}\right)}\left(\ln \frac{t}{a}\right)^{\beta+q_{1}-1} \\
& { }_{H} D_{a^{+}}^{q_{2}} v(t)={ }_{H} I_{a^{+}}^{\beta-q_{2}} w_{2}(t)+d_{1} \frac{\Gamma(\beta)}{\Gamma\left(\beta-q_{2}\right)}\left(\ln \frac{t}{a}\right)^{\beta-q_{2}-1}
\end{aligned}
$$

then

$$
\begin{align*}
K_{1 H} I_{a^{+}}^{p_{1}} u(t)+M_{1 H} D_{a^{+}}^{p_{2}} u(t) & =K_{1 H} I_{a^{+}}^{\alpha+p_{1}} w_{1}(t)+c_{1} K_{1} \frac{\Gamma\left(p_{1}\right)}{\Gamma\left(p_{1}+\alpha\right)}\left(\ln \frac{t}{a}\right)^{\alpha+p_{1}-1}  \tag{6}\\
& +M_{1 H} I_{a^{+}}^{\alpha-p_{2}} w_{1}(t)+c_{1} M_{1} \frac{\Gamma(\alpha)}{\Gamma\left(\alpha-p_{2}\right)}\left(\ln \frac{t}{a}\right)^{\alpha-p_{2}-1} \\
& =\delta_{1} \int_{a}^{\xi}\left({ }_{H} I_{a^{+}}^{\alpha} w_{1}(s)+c_{1}\left(\ln \frac{t}{a}\right)^{\alpha-1}\right) d s+\varepsilon_{1}
\end{align*}
$$

(6) implies that

$$
\begin{equation*}
c_{1}=\frac{1}{\Delta_{1}}\left(\delta_{1} \int_{a}^{\xi}{ }_{H} I_{a^{+}}^{\alpha} w_{1}(s) d s+\varepsilon_{1}-K_{1 H} I_{a^{+}}^{\alpha+p_{1}} w_{1}(T)-M_{1 H} I_{a^{+}}^{\alpha-p_{2}} w_{1}(T)\right), \Delta_{1} \neq 0 \tag{7}
\end{equation*}
$$

and

$$
\begin{align*}
K_{2 H} I_{a^{+}}^{q_{1}} v(t)+M_{2 H} D_{a^{+}}^{q_{2}} v(t) d_{1} & =K_{2 H} I_{a^{+}}^{\beta+q_{1}} w_{2}(t)+K_{2} d_{1} \frac{\Gamma\left(q_{1}\right)}{\Gamma\left(\beta+q_{1}\right)}\left(\ln \frac{t}{a}\right)^{\beta+q_{1}-1} M_{2 H} I_{a^{+}}^{\beta-q_{2}} w_{2}(t)  \tag{8}\\
& +M_{2} \frac{d_{1} \Gamma(\beta)}{\Gamma\left(\beta-q_{2}\right)}\left(\ln \frac{t}{a}\right)^{\beta-q_{2}-1} \\
& =\delta_{2} \int_{a}^{\eta}\left(H I_{a^{+}}^{\beta} w_{2}(s)+d_{1}\left(\ln \frac{s}{a}\right)^{\beta-1}\right) d s+\varepsilon_{2}
\end{align*}
$$

(8) implies that
$d_{1}=\frac{1}{\Delta_{2}}\left(\delta_{2} \int_{a}^{\eta}{ }_{H} I_{a^{+}}^{\beta} w_{2}(s) d s+\varepsilon_{2}-K_{1 H} I_{a^{+}}^{\beta+q_{1}} w_{2}(T)-M_{1 H} I_{a^{+}}^{\beta-q_{2}} w_{2}(T)\right), \Delta_{2} \neq 0$.

Substitute (7),(8) in (4),(5) respectively, we get

$$
\begin{aligned}
u(t) & ={ }_{H} I_{a^{+}}^{\alpha} w_{1}(t)+\frac{\delta_{1}}{\Delta_{1}}\left(\ln \frac{t}{a}\right)^{\alpha-1} \int_{a}^{\xi} I_{a^{+}}^{\alpha} w_{1}(s) d s+\frac{\varepsilon_{1}}{\Delta_{1}}\left(\ln \frac{t}{a}\right)^{\alpha-1} \\
& -\frac{K_{1}}{\Delta_{1}}\left(\ln \frac{t}{a}\right)^{-1}{ }_{H} I_{a^{+}}^{\alpha+p_{1}} w_{1}(T)-\frac{M_{1}}{\Delta_{1}}\left(\ln \frac{t}{a}\right)^{-1}{ }_{H} I_{a^{+}}^{\alpha-p_{2}} w_{1}(T), \\
v(t) & ={ }_{H} I_{a^{+}}^{\beta} w_{2}(t)+\frac{\delta_{2}}{\Delta_{2}}\left(\ln \frac{t}{a}\right)^{\beta-1} \int_{a}^{\eta} I_{a^{+}}^{\beta} w_{2}(s) d s+\frac{\varepsilon_{2}}{\Delta_{2}}\left(\ln \frac{t}{a}\right)^{\beta-1} \\
& -\frac{K_{2}}{\Delta_{2}}\left(\ln \frac{t}{a}\right)^{-1}{ }_{H} I_{a^{+}}^{\beta+q_{1}} w_{2}(T)-\frac{M_{2}}{\Delta_{2}}\left(\ln \frac{t}{a}\right)^{\beta-1}{ }_{H} I_{a^{+}}^{\beta-q_{2}} w_{2}(T),
\end{aligned}
$$

the converse holds by direct computation which completes the proof.

## 3 Main results

Let the space $C([a, T], \mathbb{R})$ denote the Banach space of all continuous function from $[a, T]$ to $\mathbb{R}$.
Introducing $U=\{u(t) \mid u(t) \in C[a, T]\}$ end ousted with the norm defined by $|u|=\sup _{a \leq t<T}|u(t)|$. Obviously $(U,|\cdot|)$ is a Banach space. Also let $V=\{v(t) \mid v(t) \in C[a, T]\}$ with the norm $|v|=\sup _{a \leq t \leq T}|v(t)|$, clearly the product space $(U \times V,|(u, v)|)$ is a Banach space with norm
$|(u, v)|=|u|+|v|$,
Define an operator $T=\binom{T_{1}(u, v)}{T_{2}(u, v)}$,
where

$$
\begin{aligned}
& \left(T_{1}(u, v)\right)(t)=\lambda_{1}(t)+\frac{1}{\Gamma(\alpha)} \int_{a}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1} f(s, u(s), v(s)) \frac{\mathrm{ds}}{\mathrm{~s}} \\
& -\frac{\lambda_{2}(t)}{\Gamma\left(\alpha+p_{1}\right)} \int_{a}^{T}\left(\ln \frac{T}{s}\right)^{\alpha+p_{1}-1} f(s, u(s), v(s)) \frac{d \mathrm{~s}}{\mathrm{~s}} \\
& -\frac{\lambda_{3}(t)}{\Gamma\left(\alpha-p_{2}\right)} \int_{a}^{T}\left(\ln \frac{T}{\mathrm{~s}}\right)^{\alpha-p_{2}-1} f(s, u(s), v(s)) \frac{d s}{s} \\
& +\frac{\lambda_{4}(t)}{\Gamma(\alpha)} \int_{a}^{\xi} \int_{a}^{s}\left(\ln \frac{\mathrm{~s}}{\tau}\right)^{\alpha-1} f(\tau, u(\tau), v(\tau)) \frac{d \tau}{\tau} d s \\
& \left(T_{2}(u, v)\right)(t)=\phi_{1}(t)+\frac{1}{\Gamma(\beta)} \int_{a}^{t}\left(\ln \frac{t}{s}\right)^{\beta-1} g(s, u(s), v(s)) \frac{d s}{s} \\
& -\frac{\phi_{2}(t)}{\Gamma\left(\beta+q_{1}\right)} \int_{a}^{T}\left(\ln \frac{T}{s}\right)^{\beta+q_{1}-1} g(s, u(s), v(s)) \frac{d s}{s} \\
& -\frac{\phi_{3}(t)}{\Gamma\left(\beta-q_{2}\right)} \int_{a}^{T}\left(\ln \frac{T}{s}\right)^{\beta-q_{2}-1} g(s, u(s), v(s)) \frac{d s}{s} \\
& +\frac{\phi_{4}(t)}{\Gamma(\beta)} \int_{a}^{\eta} \int_{a}^{s}\left(\ln \frac{s}{\tau}\right)^{\beta-1} g(\tau, u(\tau), v(\tau)) \frac{d \tau}{\tau} d s .
\end{aligned}
$$

For computational convenience we get

$$
\begin{aligned}
Q_{1} & =\frac{1}{\Gamma(\alpha)} \sup _{a \leq t \leq T} \int_{a}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1} \frac{d s}{s}+\sup _{a \leq t \leq T} \frac{\left|\lambda_{2}(t)\right|}{\Gamma\left(\alpha+p_{1}\right)} \int_{a}^{T}\left(\ln \frac{T}{s}\right)^{\alpha+p_{1}-1} \frac{d s}{s} \\
& +\sup _{a \leq t \leq T} \frac{\left|\lambda_{3}(t)\right|}{\Gamma\left(\alpha-p_{2}\right)} \int_{a}^{T}\left(\ln \frac{T}{s}\right)^{\alpha-p_{2}-1} \frac{d s}{s}+\sup _{a \leq t \leq T} \frac{\left|\lambda_{4}(t)\right|}{\Gamma(\alpha)} \int_{a}^{\xi} \int_{a}^{s}\left(\ln \frac{s}{\tau}\right)^{\alpha-1} \frac{d \tau}{\tau} d s \\
Q_{2} & =\sup _{a \leq t \leq T} \frac{1}{\Gamma(\beta)} \int_{a}^{t}\left(\ln \frac{t}{s}\right)^{\beta-1} \frac{d s}{s}+\sup _{a \leq t \leq T} \frac{\left|\phi_{2}(t)\right|}{\Gamma\left(\beta+q_{1}\right)} \int_{a}^{T}\left(\ln \frac{T}{s}\right)^{\beta+q_{1}-1} \frac{d s}{s} \\
& +\sup _{a \leq t \leq T} \frac{\left|\phi_{3}(t)\right|}{\Gamma\left(\beta-q_{2}\right)} \int_{a}^{T}\left(\ln \frac{T}{s}\right)^{\beta-q_{2}-1} \frac{d s}{s}+\sup _{a \leq t \leq T} \frac{\left|\phi_{4}(t)\right|}{\Gamma(\beta)} \int_{a}^{\eta} \int_{a}^{s}\left(\ln \frac{s}{\tau}\right)^{\beta-1} \frac{d \tau}{\tau} d s
\end{aligned}
$$

Theorem 3.1 Assume $f, g \in[a, T] \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ are jointly continuous and assume that there exist $L_{f_{1}}, L_{f_{2}}, L_{g_{1}}, L_{g_{2}}>0$ such that $\forall t \in[a, T], \forall u_{1}, u_{2}, v_{1}, v_{2} \varepsilon \mathbb{R}$, such that

$$
\begin{aligned}
& \left|f\left(t, u_{1}, v_{1}\right)-f\left(t, u_{2}, v_{2}\right)\right| \leq L_{f_{1}}\left|u_{1}-u_{2}\right|+L_{f_{2}}\left|v_{1}-v_{2}\right|, \\
& \left|g\left(t, u_{1}, v_{1}\right)-g\left(t, u_{2}, v_{2}\right)\right| \leq L_{g_{1}}\left|u_{1}-u_{2}\right|+L_{g_{2}}\left|v_{1}-v_{2}\right|,
\end{aligned}
$$

if $\left(L_{f_{1}}+L_{f_{2}}\right) Q_{1}+\left(L_{g_{1}}+L_{g_{2}}\right) Q_{2}<1$ then the BVP (1) has a unique solution on $[a, T]$.

Proof: Define $R_{1}=\sup _{a \leq t \leq T} f(t, 0,0)$ and $R_{2}=\sup _{a \leq t \leq T} g(t, 0,0)$ such that

$$
r \geq \max \left\{\frac{R_{1} Q_{1}+\left|\lambda_{1}(t)\right|}{1-\left(L_{f_{1}}+L_{f_{2}}\right) Q_{1}}, \frac{R_{2} Q_{2}+\left|\phi_{1}(t)\right|}{1-\left(L_{g_{1}}+L_{g_{2}}\right) Q_{2}} \cdot\right\}
$$

We show that $T S_{r} \subset S_{r}$ where $S_{r}=\{(u, v) \varepsilon U \times V,|(u, v)| \leq r\}, \forall(u, v) \varepsilon S_{r}, \forall t \in[a, T]$ we have

$$
\begin{aligned}
\left|\left(T_{1}(u, v)\right)(t)\right| & \leq\left|\lambda_{1}(t)\right|+\frac{1}{\square(\alpha)} \int_{a}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1}|f(s, u(s), v(s))| \frac{d s}{s} \\
& +\frac{\left|\lambda_{2}(t)\right|}{\square\left(\alpha+p_{1}\right)} \int_{a}^{T}\left(\ln \frac{T}{s}\right)^{\alpha+p_{1}-1}|f(s, u(s), v(s))| \frac{d s}{s} \\
& +\frac{\left|\lambda_{3}(t)\right|}{\square\left(\alpha-p_{2}\right)} \int_{a}^{T}\left(\ln \frac{T}{s}\right)^{\alpha-p_{2}-1}|f(s, u(s), v(s))| \frac{d s}{s} \\
& +\frac{\left|\lambda_{4}(t)\right|}{\square(\alpha)} \int_{a}^{\xi} \int_{a}^{s}\left(\ln \frac{s}{\tau}\right)^{\alpha-1}|f(\tau, u(\tau), v(\tau))| \frac{d \tau}{\tau} d s
\end{aligned}
$$

but

$$
\begin{aligned}
|f(t, u(t), v(t))| & \leq|f(t, u(t), v(t))-f(t, 0,0)|+|f(t, 0,0)| \\
& \leq L_{f_{1}}|u|+L_{f_{2}}|v|+\sup _{a \leq t \leq T} f(t, 0,0) \\
& \leq L_{f_{1}}|u|+L_{f_{2}}|v|+R_{1},
\end{aligned}
$$

then
Similarly

$$
\left|\left(T_{2}(u, v)\right)(t)\right| \leq\left|\phi_{1}\right|+\left[\left(L_{g_{1}}+L_{g_{2}}\right) r+R_{2}\right] Q_{2} \leq r .
$$

## Consequently

$$
|T(u, v)(t)| \leq r
$$

which implies $T(u, v) \varepsilon S_{r}$ that is
Next, we show that the operator $T$ is a contraction

$$
\begin{aligned}
\left|T_{1}\left(u_{1}, v_{1}\right)-T_{1}\left(u_{2}, v_{2}\right)\right| & \leq \frac{1}{\Gamma(\alpha)} \sup _{a \leq t \leq T} \int_{a}^{t}\left(\ln \frac{t}{\mathrm{~s}}\right)^{\alpha-1}\left|f\left(s, u_{1}(s), v_{1}(s)\right)-f\left(s, u_{2}(s), v_{2}(s)\right)\right| \frac{d s}{s} \\
& +\frac{\left|\lambda_{2}(t)\right|}{\Gamma\left(\alpha+p_{1}\right)} \int_{a}^{T}\left(\ln \frac{T}{s}\right)^{\alpha+p_{1}-1}\left|f\left(s, u_{1}(s), v_{1}(s)\right)-f\left(s, u_{2}(s), v_{2}(s)\right)\right| \frac{d s}{s} \\
& +\frac{\left|\lambda_{3}(t)\right|}{\Gamma\left(\alpha-p_{2}\right)} \int_{a}^{T}\left(\ln \frac{T}{s}\right)^{\alpha-p_{2}-1}\left|f\left(s, u_{1}(s), v_{1}(s)\right)-f\left(s, u_{2}(s), v_{2}(s)\right)\right| \frac{d s}{s} \\
& +\frac{\left|\lambda_{4}(t)\right|}{\Gamma(\alpha)} \int_{a}^{\xi} \int_{a}^{s}\left(\ln \frac{s}{\tau}\right)^{\alpha-1}\left|f\left(\tau, u_{1}(\tau), v_{1}(\tau)\right)-f\left(\tau, u_{2}(\tau), v_{2}(\tau)\right)\right| \frac{d \tau}{\tau} d s \\
& \leq\left[L_{f_{1} \mid}\left|u_{1}-u_{2}\right|+L_{f_{2}}\left|v_{1}-v_{2}\right|\right] Q_{1} \\
& =L_{f_{1}\left|u_{1}-u_{2}\right| Q_{1}+L_{f_{2}}\left|v_{1}-v_{2}\right| Q_{1}} \\
& \leq\left(L_{f_{1}} Q_{1}+L_{f_{2}} Q_{1}\right)\left(\left|u_{1}-u_{2}\right|+\left|v_{1}-v_{2}\right|\right)
\end{aligned}
$$

Similarly

$$
\left|T_{2}\left(u_{1}, v_{1}\right)-T_{2}\left(u_{2}, v_{2}\right)\right| \leq\left(L_{g_{1}} Q_{2}+L_{g_{2}} Q_{2}\right)\left(\left|u_{1}-u_{2}\right|+\left|v_{1}-v_{2}\right|\right) .
$$

Consequently

$$
\left|T\left(u_{1}, v_{1}\right)-T\left(u_{2}, v_{2}\right)\right| \leq\left(\left[\left(L_{f_{1}}+L_{f_{2}}\right)\right] Q_{1}+\left[L_{g_{1}}+L_{g_{2}}\right] Q_{2}\right)\left(\left|u_{1}-u_{2}\right|+\left|v_{1}-v_{2}\right|\right)
$$

hence $T$ is a contraction. Based on the Banach contraction mapping theorem the BVP has a unique solution on $[a, T]$ which complete the proof.

Theorem3.2 : Assume $f, g \in[a, T] \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ are jointly continuous and assume there exist $a_{1}, a_{2}, b_{1}, b_{2}, r_{1}, r_{2} \varepsilon \mathbb{R}$ such that

$$
\begin{gathered}
|f(t, u, v)| \leq a_{1}+b_{1}|u|+r_{1}|v| \\
|g(t, u, v)| \leq a_{2}+b_{2}|u|+r_{2}|v|, \forall(t, u, v) \varepsilon[a, T] \times \mathbb{R}^{2}
\end{gathered}
$$

if $\left(b_{1} Q_{1}+b_{2} Q_{2}\right)<1$ and $\left(r_{1} Q_{1}+r_{2} Q_{2}\right)<1$ then the BVP (1) has at least one solution on $[a, T]$.
Proof. Step1. We show that the operator $T: U \times V \rightarrow U \times V$ is completely continuous
It's clear that $T$ is continuous as both $f$ and $g$ are continuous.
Let $A$ be a bounded set in $U \times V$ then the exist positive constants $\gamma_{1}, \gamma_{2}$ such that
$|f(t, u(t), v(t))| \leq \gamma_{1}$ and $|g(t, u(t), v(t))| \leq \gamma_{2}, \forall(u, v) \varepsilon A$
then for any $(u, v) \varepsilon A$, it follows that $\left|T_{1}(u, v)\right| \leq\left|\lambda_{1}\right|+\gamma_{1} Q_{1}$ and $\left|T_{2}(u, v)\right| \leq\left|\phi_{1}\right|+\gamma_{2} Q_{2}$.
Consequently
$|T(u, v)| \leq\left|\lambda_{1}\right|+\left|Q_{1}\right|+\gamma_{1} Q_{1}+\gamma_{2} Q_{2}$, that is $T$ is uniformly bounded.
Step 2. We show that $T$ is equicontinuous for this we let $t_{1}, t_{2} \varepsilon[a, T]$ with $t_{1}<t_{2}$, then similarly

$$
\left|T_{2}(u, v)\left(t_{2}\right)-T_{2}(u, v)\left(t_{1}\right)\right| \rightarrow 0 \text { as } t_{1} \rightarrow t_{2}
$$

Therefore, the operator $T$ is equicontinuous and hence it is completely continuous.
Finally, it will be verified that the set

$$
\beta=\{(u, v) \varepsilon u \times v:(u, v)=\mu T(u, v), \mu \in[0,1]\}
$$

is bounded
$\forall t \varepsilon[a, T], \forall(u, v) \varepsilon \beta$ we have

$$
u(t)=\mu T_{1}(u, v) \quad, \quad v(t)=\mu T_{2}(u, v),
$$

then
implying that

$$
|u|+|v| \leq\left|\lambda_{1}\right|+\left|\phi_{1}\right|+\left(a_{1} Q_{1}+a_{2} Q_{2}\right)+\left(b_{1} Q_{1}+b_{2} Q_{2}\right)|u|+\left(r_{1} Q_{1}+r_{2} Q_{2}\right)|v|
$$

. Consequently

$$
|(u, v)| \leq \frac{\left|\lambda_{1}\right|+\left|\phi_{1}\right|+\left(a_{1} Q_{1}+a_{2} Q_{2}\right)}{\min \left\{1-\left(b_{1} Q_{1}+b_{2} Q_{2}\right), 1-\left(r_{1} Q_{1}+r_{2} Q_{2}\right)\right\}}
$$

which proves that $\beta$ is bounded by Leray-schauder Alterrature the operator T has at least one fixed point. ¡hence BVP (1) has at least one solution.

## Example

Consider the following system of fractional differential equations

$$
\left\{\begin{array}{c}
{ }_{H} D_{1^{+}}^{\frac{3}{2}} u(t)=\frac{\ln t}{e^{t}(t+2)^{5}}\left(\frac{|u(t)|}{1+|u(t)|}\right)+\frac{1}{20} \cos v(t)^{2}, 1 \leq t \leq e  \tag{9}\\
{ }_{H} D_{1^{+}}^{\frac{4}{3}} v(t)=\frac{t}{\left(t^{2}+1\right)}\left(\frac{1}{12} \cos u(t)+\frac{1}{13} \sin v(t)\right), 1 \leq t \leq e \\
u(1)=0,{ }_{H} I_{1^{\frac{1}{2}}} u(e)-{ }_{H} D_{1^{+}}^{\frac{1}{4}} u(e)=2 \int_{1}^{2} u(s) d s \\
v(1)=0,2{ }_{H} I_{1^{+}}^{5} v(e)+{ }_{H} D_{1^{+}}^{\frac{3}{5}} v(e)=3 \int_{1^{\frac{5}{2}}} v(s) d s+1,
\end{array}\right.
$$

with

$$
\begin{gathered}
\alpha=\frac{3}{2}, a=1, \xi=2,, T=e, \delta_{1}=2, \varepsilon_{1}=0,, k_{1}=1, p_{1}=\frac{1}{2}, M_{1}=-1 \\
\beta=\frac{4}{3}, k_{2}=2, p_{2}=\frac{1}{4}, q_{1}=\frac{2}{5}, q_{2}=\frac{3}{5}, \delta_{2}=3, \eta=\frac{5}{2}, M_{2}=1, \varepsilon_{2}=1
\end{gathered}
$$

and

$$
\begin{aligned}
f(t, x, y) & =\frac{\operatorname{lnt}}{e^{t}(t+2)^{5}}\left(\frac{|u(t)|}{1+u(t) \mid}\right)+\frac{1}{20} \cos v(t)^{2}, \\
g(t, x, y) & =\frac{t}{\left(t^{2}+1\right)}\left(\frac{1}{12} \cos u(t)+\frac{1}{13} \sin v(t)\right),
\end{aligned}
$$

it is clear that the functions $f$ an $g$ are continuous and Lipschitzian with $L_{f_{1}}=\frac{1}{243 e}, L_{f_{2}}=\frac{1}{20}$ and $L_{g_{1}}=\frac{1}{12}, L_{g_{2}}=\frac{1}{13}$,

$$
\begin{gathered}
\Delta_{1}=k_{1} \frac{\Gamma\left(p_{1}\right)}{\Gamma\left(p_{1}+\alpha\right)}\left(\ln \frac{T}{a}\right)^{\alpha+p_{1}-1}+M_{1} \frac{\Gamma(\alpha)}{\Gamma\left(\alpha-p_{2}\right)}\left(\ln \frac{T}{a}\right)^{\alpha-p_{2}-1}-\delta_{1} \int_{a}^{\xi}\left(\ln \frac{s}{a}\right)^{\alpha-1} d s \\
=(1) \frac{\Gamma\left(\frac{1}{2}\right)}{\Gamma(2)}\left(\ln \frac{e}{1}\right)^{1}+(-1) \frac{\left.\Gamma \frac{3}{2}\right)^{\left(\frac{s}{2}\right.}}{\Gamma\left(\frac{5}{4}\right)}\left(\ln \frac{e}{1}\right)^{\frac{1}{4}}-2 \int_{1}^{2}\left(\ln \frac{s}{1}\right)^{\frac{1}{2}} d s \\
\geq 1.7725-\frac{0.8862}{0.906}-1.67=-0.870,
\end{gathered}
$$

note that $\int_{1}^{2}\left(\ln \frac{s}{1}\right)^{\frac{1}{2}} d s \leq \sqrt{\ln 2}$. In similar manner one can find $\Delta_{2} \geq 3.62$,

$$
\begin{aligned}
& \left|\lambda_{2}\right|=\max \left\{0, \frac{1}{0.870}(\ln e)^{\frac{1}{2}}\right\}=1.148, \\
& \left|\lambda_{3}\right|=\max \left\{0, \frac{1}{0.870}(\ln e)^{\frac{1}{2}}\right\}=1.148, \\
& \left|\lambda_{4}\right|=\max \left\{0, \frac{2}{0.870}(\text { lne })^{\frac{1}{2}}\right\}=2.296 \text {, }
\end{aligned}
$$

now $Q_{1} \leq 6.13$ and $Q_{2} \leq 2.65$,
with the given values it is found that the condition $\left(L_{f_{1}}+L_{f_{2}}\right) Q_{1}+\left(L_{g_{1}}+L_{g_{2}}\right) Q_{2}=\left(\frac{1}{243 e}+\frac{1}{20}\right) 6.13+\left(\frac{1}{12}+\frac{1}{13}\right) 2.65=$ $0.798<1$. All the condition of theorem 1 satisfied, that is problem (9) has unique solution on $[1, e]$.

## 4 Conclusion

In this paper, we have discussed the existence and uniqueness of solutions for a new class of boundary value problems consisting of a system of fractional differential equations involving Hadamard fractional derivative and supplemented with nonlocal mixed boundary conditions with multiple orders. It should be stressed that, similarly problems via different fractional derivatives such as Katogampola and Atangana-Baleanu can be investigated. So the present work is a useful contribution to the existing literature on the topic.
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