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Abstract: We denote a new differential operator byD
α ,β
M (·), where the parameterα, associated with the order, is such that 0< α < 1,

β > 0 andM is used to denote that the function to be derived involves a Mittag-Leffler function with one parameter. This new derivative
satisfies some properties of integer-order calculus, e.g. linearity, product rule, quotient rule, function composition and the chain rule.
Besides as in the case of the Caputo derivative, the derivative of a constant is zero. Because Mittag-Leffler function is anatural
generalization of the exponential function, we can extend some of the classical results, namely: Rolle’s theorem, the mean-value
theorem and its extension. We present the correspondingM-integral from which, as a natural consequence, new resultsemerge which
can be interpreted as applications. Specifically, we generalize the inversion property of the fundamental theorem of calculus and prove
a theorem associated with the classical integration by parts. Finally, we present an application involving linear differential equations by
means of localM-derivative with some graphs.

Keywords: Local M-derivative, localM-differential equation,M-integral, Mittag-Leffler function.

1 Introduction

The integral and differential calculus of integer-order developed by Leibniz and Newton was a great discovery in
mathematics, having numerous applications in several areas of physics, biology, engineering and others. But something
intriguing and interesting to the mathematicians of the daywas still to come. In 1695 [1,2,3], ℓ’Hospital, in a letter to
Leibniz, asked him about the possibility of extending the meaning of an integer-order derivativedny/dxn to the case in
which the order is a fraction. This question initiated the history of a new calculus which was called arbitrary order
calculus and which nowadays is usually called fractional calculus.

Although fractional calculus emerged at the same time as theinteger-order calculus proposed by Newton and Leibniz,
it did not attract the attention of the scientific community and for many years remained hidden. It was only after an
international congress in 1974 that fractional calculus began to be known and consolidated in numerous applications in
several fields such as applied mathematic, physics, biologyand engineering.

Several types of fractional derivatives have been introduced to date, among which the Riemann-Liouville, Caputo,
Hadamard, Caputo-Hadamard, Riesz and other types [4,5,6]. Most of these derivatives are defined on the basis of the
corresponding fractional integral in the Riemann-Liouville sense.

Recently, Khalil et al. [7] proposed the conformable derivative with orderα, 0 < α < 1, in order to generalize
properties of classical calculus. Some applications of theconformable derivative and the alternative fractional derivative
are gaining space in the field of the fractional calculus and numerous works using such derivatives are published of
which we mention: the heat equation, the Taylor formula and some inequalities of convex functions [8,9]. More recently,
in 2014, Katugampola [10] also proposed a new fractional derivative with classical properties, similar to the conformable
derivative.

The main motivation to propose a new derivative calledM-derivative, and consequently to study property and theorems
as well as to realize applications comes from the recently-introduced alternative derivative [10] and some new results
involving the conformable derivative [7,11,12], all of which constitute to particular cases of our results. In this sense, as
an application of localM-derivative, we present the general solution of a linear differential equation with graphs. Those
graphs present the particular case of the conformable derivative, and two of them theM-derivative.
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This paper is organized as follows: in section 2 we present the concepts of fractional derivatives in the
Riemann-Liouville and Caputo sense, the definition of fractional derivative by Khalil et al. [7] and the alternative
definition proposed by Katugampola [10], together with their properties. In section 3, our principal result, we introduce
the definition of a localM-derivative involving a Mittag-Leffler function and demonstrate several theorems. In section 4
we introduce the correspondingM-integral, for which we also present several results; in particular, a generalization of
the fundamental theorem of calculus. In section 5, we present the relation between the localM-derivatives, introduced
here, and the alternative proposed in [10]. In section 6, we present an application involving linear differential equation by
means of localM-derivative with some graphs. Concluding remarks close thepaper.

2 Preliminaries

The most explored and studied fractional derivatives of fractional calculus are the so-called Riemann-Liouville and Caputo
derivatives. Both types are fundamental in the study of fractional differential equations; their definitions are presented
below.

Definition 1.Letα ∈C such that Re(α)> 0 and m−1< α ≤ m. The fractional derivative of orderα of a causal function
f in the Riemann-Liouville sense,Dα

RL f (t), is defined by[13,14,15]

D
α
RL f (t) := DmJm−α f (t) , (1)

or

D
α
RL f (t) :=



















1
Γ (m−α)

dm

dtm

[

∫ t

0
f (τ) (t − τ)m−α−1dτ

]

, m−1< α < m,

dm

dtm
f (t) , α = m

(2)

where Dm = dm/dtm is the usual derivative of integer-order m andJm−α is the Riemann-Liouville fractional integral. If
α = 0, we defineD0

RL = I, where I is the identity operator.

Definition 2.Letα ∈C such that Re(α)> 0 and m the smallest integer greater than or equal to Re(α), with m−1< α ≤
m. The fractional derivative of orderα of a causal function f in the Caputo sense,Dα

C f (t), is defined by[13,14,15]

D
α
C f (t) := Jm−αDm f (t) , m∈ N (3)

or

D
α
C f (t) :=



















1
Γ (m−α)

∫ t

0
f (m) (τ) (t − τ)m−α−1dτ, m−1< α < m,

dm

dtm
f (t) , α = m

(4)

whereDm is the usual derivative of integer-orderm, Jm−α is the Riemann-Liouville fractional integral andf (m)(τ) =
dm f (τ)

dτm .

We present now the definitions of two new types of ”f ractional” derivatives. As we shall show later, these definitions
coincide, for a particular value of their parameters, with the derivative of order one of integer-order calculus.

Definition 3.Consider f: [0,∞)→R and t> 0. The conformable derivative of orderα of f is given by[7]

Tα f (t) = lim
ε→0

f
(

t + εt1−α)− f (t)

ε
, (5)

∀t > 0 andα ∈ (0,1).

A function f is calledα-differentiable if it has a fractional derivative. Iff is α-differentiable in some interval(0,a),
a> 0 and if lim

t→0+
f (α) (t) exists, then we define

Tα (0) = lim
t→0+

Tα f (t) .
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Definition 4.Consider f: [0,∞)→R and t> 0. The alternative derivative of orderα of f is given by[10]

Dα f (t) = lim
ε→0

f
(

teεt−α
)

− f (t)

ε
, (6)

∀t > 0 andα ∈ (0,1).

Also, if f is α-differentiable in some interval(0,a), a> 0 and lim
t→0+

f (α) (t) exists, then we define

Dα (0) = lim
t→0+

Dα f (t) .

In this paper, if both conformable and alternative derivatives ofα order of a function exist, we will simply say that the
function f is α-differentiable.

The main result of this paper is to discuss a new type of derivative, the localM-derivative, that generalizes the
alternative derivative. The new definition seems to be a natural extension of the usual, integer-order derivative, and
satisfies the eight properties mentioned above. Also, as in the case of conformable and alternative derivatives, our
definition coincides with the known fractional derivativesof polynomials. Finally, we are able to define a corresponding
integral for which we can prove the fundamental theorem of calculus, the inversion theorem and a theorem of integration
by parts.

3 Local M-derivative

In this section we present the main definition of this articleand obtain several results that generalize equivalent results
valid for the alternative derivative and which bear a great similarity to the results found in classical calculus.

On the basis of this definition we could demonstrate that our localM-derivative is linear and satisfies the product rule,
the composition rule for twoα-differentiable functions, the quotient rule and the chainrule. We show that the derivative
of a constant is zero and present ”fractional” versions of Rolle’s theorem, the mean-value theorem and the extended
mean-value theorem. Further, the continuity of the ”fractional” derivative is demonstrated, as in integer-order calculus.

Thus, let us begin with a definition, which is a generalization of the classical definition of a derivative as a special
limit.

Definition 5.Let f : [0,∞)→R and t> 0. For 0<α < 1 we define the local M-derivative of orderα of function f , denoted

D
α ,β
M f (t), by

D
α ,β
M f (t) := lim

ε→0

f
(

tEβ (εt−α)
)

− f (t)

ε
, (7)

∀t > 0, whereEβ (·), β > 0 is the classical Mittag-Leffler function[16,17]. Considerf is α-differentiable in(0,a), a> 0,

and lim
t→0+

D
α ,β
M f (t), we have

D
α ,β
M f (0) = lim

t→0+
D

α ,β
M f (t) .

Theorem 1If f : [0,∞)→ R is α-differentiable at t0 > 0, 0< α ≤ 1, β > 0, then f is continuous at t0.

Proof 1Indeed, let us consider

f
(

t0Eβ
(

εt−α
0

))

− f (t0) =

(

f
(

t0Eβ
(

εt−α
0

))

− f (t0)

ε

)

ε. (8)

Taking the limitε → 0 on both sides ofEq.(8), we have

lim
ε→0

f
(

t0Eβ
(

εt−α
0

))

− f (t0) = lim
ε→0

(

f
(

t0Eβ
(

εt−α
0

))

− f (t0)

ε

)

lim
ε→0

ε

= D
α ,β
M f (t) lim

ε→0
ε

= 0.

Then, f is continuous at t0.
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Using the definition of the one-parameter Mittag-Leffler function, we have

f
(

tEβ
(

εt−α))= f

(

t
∞

∑
k=0

(εt−α)
k

Γ (βk+1)

)

. (9)

Taking the limitε → 0 on both sides of Eq.(9); since f is a continuous function, we have

lim
ε→0

f
(

tEβ
(

εt−α)) = lim
ε→0

f

(

t
∞

∑
k=0

(εt−α)
k

Γ (βk+1)

)

= f

(

t lim
ε→0

∞

∑
k=0

(εt−α)
k

Γ (βk+1)

)

= f (t) , (10)

because whenε → 0 in the Mittag-Leffler function, the only term that contributes to the sum isk= 0, so that

lim
ε→0

∞

∑
k=0

(εt−α)
k

Γ (βk+1)
= 1.

We present here a theorem that encompasses the main classical properties of integer-order derivatives, in particular of
order one. As for the chain rule, it is verified by means of an example, as we will see in the sequence.

Theorem 2Let 0< α ≤ 1, β > 0, a,b∈ R and f,g α-differentiable for t> 0. Then:

1.(Linearity) D
α ,β
M (a f +bg)(t) = aD

α ,β
M f (t)+bD

α ,β
M g(t).

Proof 2UsingDefinition5, we have

D
α ,β
M (a f +bg)(t) = lim

ε→0

(a f +bg)
(

tEβ (εt−α)
)

− (a f +bg)(t)

ε

= lim
ε→0

a f
(

tEβ (εt−α)
)

+bg
(

tEβ (εt−α)
)

−a f (t)−bg(t)

ε

= lim
ε→0

a f
(

tEβ (εt−α)
)

−a f (t)

ε
+ lim

ε→0

bg
(

tEβ (εt−α)
)

−bg(t)

ε
= aD

α ,β
M f (t)+bD

α ,β
M g(t)

2.(Product Rule)Dα ,β
M ( f ·g)(t) = f (t)Dα ,β

M g(t)+g(t)Dα ,β
M f (t).

Proof 3UsingDefinition5, we have

D
α ,β
M ( f ·g)(t) = lim

ε→0

f
(

tEβ (εt−α)
)

g
(

tEβ (εt−α)
)

− f (t)g(t)

ε

= lim
ε→0









f
(

tEβ (εt−α)
)

g
(

tEβ (εt−α)
)

+ f (t)g
(

tEβ (εt−α)
)

−
− f (t)g

(

tEβ (εt−α)
)

− f (t)g(t)

ε









= lim
ε→0

(

f
(

tEβ (εt−α)
)

− f (t)

ε

)

lim
ε→0

g
(

tEβ
(

εt−α))+

+ lim
ε→0

(

g
(

tEβ (εt−α)
)

−g(t)

ε

)

f (t)

= D
α ,β
M ( f ) (t) lim

ε→0
g
(

tEβ
(

εt−α))+D
α ,β
M (g)(t) f (t)

= D
α ,β
M ( f ) (t)g(t)+D

α ,β
M (g)(t) f (t) ,

becauselim
ε→0

g
(

tEβ (εt−α)
)

= g(t).
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3.(Quotient rule)Dα ,β
M

(

f
g

)

(t) =
g(t)Dα ,β

M f (t)− f (t)Dα ,β
M g(t)

[g(t)]2
.

Proof 4UsingDefinition5, we have

D
α ,β
M

(

f
g

)

(t) = lim
ε→0

f
(

tEβ (εt−α)
)

g
(

tEβ (εt−α)
) −

f (t)
g(t)

ε

= lim
ε→0

g(t) f
(

tEβ (εt−α)
)

− f (t)g
(

tEβ (εt−α)
)

+ f (t)g(t)− f (t)g(t)

ε
g
(

tEβ (εt−α)
)

g(t)

=
lim
ε→0

g(t)
(

f
(

tEβ (εt−α)
)

− f (t)
)

ε
− lim

ε→0

f (t)
(

g
(

tEβ (εt−α)
)

−g(t)
)

ε
lim
ε→0

g
(

tEβ (εt−α)
)

g(t)

=
g(t)Dα ,β

M f (t)− f (t)Dα ,β
M g(t)

[g(t)]2
,

becauselim
ε→0

g
(

tEβ (εt−α)
)

= g(t).

4.Dα ,β
M (c) = 0, with f(t) = c is a constant.

Proof 5The result follows directly fromDefinition5.

5.If, furthermore, f is differentiable, thenDα ,β
M ( f ) (t) =

t1−α

Γ (β +1)
d f(t)

dt
.

Proof 6We can write

tEβ
(

εt−α) =
∞

∑
k=0

(εt−α)
k

Γ (βk+1)
= t +

εt1−α

Γ (β +1)
+

t (εt−α)
2

Γ (2β +1)
+

t (εt−α)
3

Γ (3β +1)
+

+ · · ·+
t (εt−α)

n

Γ (nβ +1)
+ · · ·

= t +
εt1−α

Γ (β +1)
+O

(

ε2) . (11)

UsingDefinition5 and introducing the change

h= εt1−α
(

1
Γ (β +1)

+O(ε)
)

⇒ ε =
h

t1−α
(

1
Γ (β+1) +O(ε)

) ,

in Eq.(11), we conclude that

D
α ,β
M f (t) = lim

ε→0

f

(

t +
εt1−α

Γ (β +1)
+O

(

ε2)
)

− f (t)

ε

= lim
ε→0

f (t +h)− f (t)
htα−1

1
Γ (β+1) (1+Γ (β +1)O(ε))

=
t1−α

Γ (β +1)
lim
ε→0

f (t +h)− f (t)
h

1+Γ (β +1)O(ε)

=
t1−α

Γ (β +1)
d f (t)

dt
,

with β > 0 and t> 0.
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6.(Chain rule)Dα ,β
M ( f ◦g)(t) = f ′(g(t))Dα ,β

M g(t), for f differentiable at g(t).

Proof 7If g(t) = a is a constant, then

D
α ,β
M ( f ◦g)(t) = D

α ,β
M f (g(t)) = D

α ,β
M ( f ) (a) = 0.

On the other hand, assume that g is not a constant in the neighborhood of a, that is, suppose anε0 > 0 such that
g(x1) 6= g(x2), ∀x1,x2 ∈ (a0− ε0,a0+ ε0). Now, since g is continuous at a, forε small enough we have

D
α ,β
M ( f ◦g)(a) = lim

ε→0

f
(

g
(

aEβ (εt−α)
))

− f (g(a))

ε
(12)

= lim
ε→0

f
(

g
(

aEβ (εt−α)
))

− f (g(a))

g
(

aEβ (εt−α)
)

−g(a)

g
(

aEβ (εt−α)
)

−g(a)

ε
.

Introducing the change
ε1 = g

(

aEβ
(

εt−α))−g(a)⇒ g
(

aEβ
(

εt−α))= g(a)+ ε1

in Eq.(12), we conclude that

D
α ,β
M ( f ◦g)(a) = lim

ε1→0

f
(

g
(

aEβ (εt−α)
))

− f (g(a))

ε1
lim
ε→0

g
(

aEβ (εt−α)
)

−g(a)

ε

= f ′ (g(a))Dα ,β
M g(a) ,

with a> 0.

The two theorems below, present some results used in the calculus of integer order.

Theorem 3Let a∈ R, β > 0 and0< α ≤ 1. Then we have the following results:

1.Dα ,β
M (1) = 0.

2.Dα ,β
M (eat) =

t1−α

Γ (β +1)
aeat.

3.Dα ,β
M (sin(at)) =

t1−α

Γ (β +1)
acos(at) .

4.Dα ,β
M (cos(at)) =−

t1−α

Γ (β +1)
asin(at).

5.Dα ,β
M

(

tα

α

)

=
1

Γ (β +1)
.

6.Dα ,β
M (ta) =

a
Γ (β +1)

ta−α .

Theorem 4Let 0< α ≤ 1, β > 0 and t> 0. Then, we have

1.Dα ,β
M

(

sin
(

1
α tα))=

cos
(

1
α tα)

Γ (β +1)
.

2.Dα ,β
M

(

cos
(

1
α tα))=−

sin
(

1
α tα)

Γ (β +1)
.

3.Dα ,β
M

(

e
tα
α

)

=
e

tα
α

Γ (β +1)
.

The identities in Theorem3 and Theorem4 are direct consequences of item 5 of Theorem2.
We now prove the extensions, forα-differentiable functions in the sense of the localM-derivative defined in Eq.(7),

associated with the Rolle’s theorem and the mean-value and extended mean-value theorems.

Theorem 5(Rolle’s theorem forα-differentiable functions)Let a> 0 and f : [a,b]→ R be a function such that:

1. f is continuous on[a,b];
2. f isα-differentiable on(a,b) for someα ∈ (0,1);

c© 2018 NSP
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3. f(a) = f (b).

Then, there exists c∈ (a,b), such thatDα ,β
M f (c) = 0, β > 0.

Proof 8Since f is continuous on[a,b] and f(a) = f (b), there exists a point c∈ (a,b) at which function f has a local
extreme. Then,

D
α ,β
M f (c) = lim

ε→0−

f
(

cEβ (εc−α)
)

− f (c)

ε
= lim

ε→0+

f
(

cEβ (εc−α)
)

− f (c)

ε
.

As lim
ε→0±

Eβ (εc−α) = 1, the two limits in the right hand side of this equation have opposite signs. Hence,Dα ,β
M f (c) = 0.

Theorem 6(Mean-value theorem forα-differentiable functions)Let a> 0 and f : [a,b]→R be a function such that:

1. f is continuous on[a,b];
2. f isα-differentiable on(a,b) for someα ∈ (0,1).

Then, there exists c∈ (a,b) given by

D
α ,β
M f (c) =

f (b)− f (a)
bα

α
−

aα

α

,

with β > 0.

Proof 9Consider g(x) as

g(x) = f (x)− f (a)−Γ (β +1)







f (b)− f (a)
1
α

bα −
1
α

aα







(

1
α

xα −
1
α

aα
)

. (13)

As g satisfies the conditions of Rolle’s theorem, there exists c∈ (a,b) such thatDα ,β
M f (c) = 0. Applying the local

M-derivativeD
α ,β
M to both sides ofEq.(13) and using the fact thatDα ,β

M

(

tα

α

)

= 1
Γ (β+1) andD

α ,β
M (c) = 0, c is a constant,

we conclude that

D
α ,β
M f (c) =

f (b)− f (a)
bα

α
−

aα

α

.

Theorem 7(Extended mean-value theorem)Let a> 0 and f,g : [a,b]→ R functions such that:

1. f,g are continuous on[a,b];
2. f,g areα-differentiable for someα ∈ (0,1).

Then, there exists c∈ (a,b) such that

D
α ,β
M f (c)

D
α ,β
M g(c)

=
f (b)− f (a)
g(b)−g(a)

, (14)

with β > 0.

Proof 10Consider the function

F (x) = f (x)− f (a)−

(

f (b)− f (a)
g(b)−g(a)

)

(g(x)−g(a)) . (15)

As F is a continuous function on[a,b], α-differentiable on(a,b) and F(a) = 0= F(b), by means of Rolle’s theorem

there exists c∈ (a,b) such thatDα ,β
M F(c) = 0 for someα ∈ (0,1). Then, applying the local M-derivativeDα ,β

M to both

sides ofEq.(15) and using the fact thatDα ,β
M (c) = 0 where c is a constant, we conclude that

D
α ,β
M f (c)

D
α ,β
M g(c)

=
f (b)− f (a)
g(b)−g(a)

.
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Definition 6.We considerβ > 0, α ∈ (n,n+1], for some n∈ N and f n times differentiable(in the classical sense) for
t > 0. Then the localM-derivative of ordern of f is defined by

D
α ,β ;n
M f (t) := lim

ε→0

f (n)
(

tEβ (εtn−α)
)

− f (n) (t)

ε
, (16)

if and only if the limit exists.

From Definition 6 and the chain rule, using induction onn, we can prove thatDα ,β ,n
M f (t) =

tn+1−α

Γ (β +1)
f (n+1)(t),

α ∈ (n,n+1] and sof is (n+1)-differentiable fort > 0.

4 M-Integral

Here, we introduce the concept ofM-integral of a functionf . From this definition we can prove some results similar to
classical results such as the inverse property, the fundamental theorem of calculus and the theorem of integration by parts.
Other results about theM-integral are also presented. In preparing this section we made extensive use of references [7,10,
11,12].

Definition 7.(M-integral)Let a≥ 0 and t≥ a. Consider f defined in(a, t] and0< α < 1. Then, the M-integral of order
α of a function f is given by

MI
α ,β
a f (t) = Γ (β +1)

∫ t

a

f (x)
x1−α dx, (17)

with β > 0.

Theorem 8(Inverse)Consider a≥ 0 and0<α < 1. Also, consider f a continuous function such that there existsMI
α ,β
a f .

Then
D

α ,β
M (MI

α ,β
a f (t)) = f (t), (18)

with t ≥ a andβ > 0.

Proof 11Indeed, using the chain rule proved inTheorem2 we have

D
α ,β
M

(

MI
α ,β
a f (t)

)

=
t1−α

Γ (β +1)
d
dt
(MI

α ,β
a f (t))

=
t1−α

Γ (β +1)
d
dt

(

Γ (β +1)
∫ t

a

f (x)
x1−α dx

)

=
t1−α

Γ (β +1)

(

Γ (β +1)
t1−α f (t)

)

= f (t) . (19)

We now prove the fundamental theorem of calculus in the senseof theM-derivative mentioned at the beginning of the
paper.

Theorem 9(Fundamental theorem of calculus)Let f : (a,b) → R be anα-differentiable function and0 < α ≤ 1. Then,
for all t > a we have

MI
α ,β
a

(

D
α ,β
M f (t)

)

= f (t)− f (a) ,

with β > 0.

Proof 12In fact, since function f is differentiable, using the chainrule (non-integer order) and the fundamental theorem
of calculus, we have

MI
α ,β
a

(

D
α ,β
M f (t)

)

= Γ (β +1)
∫ t

a

D
α ,β
M f (t)
x1−α dx

= Γ (β +1)
∫ t

a

x1−α

Γ (β +1)
1

x1−α
d f (t)

dt
dx

=

∫ t

a

d f (t)
dt

dx

= f (t)− f (a) (20)
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If the condition f (a) = 0 holds, then by Theorem 9, Eq.(20), we haveMI
α ,β
a

[

D
α β
M f (t)

]

= f (t).

Theorem9 can be generalized to a larger order as follows.

Theorem 10Let α ∈ (n,n+1] and f : [a,∞)→ R be(n+1)-times differentiable for t> a. Then,∀ t > a, we have

MI
α ,β
a

(

D
α ,β
M f (t)

)

= f (t)−
n

∑
k=0

f (k) (a)(t −a)k

k!
,

with β > 0.

Proof 13Using the definition of M-integral and the chain rule proved in Theorem2, we have

MI
α ,β
a

(

D
α ,β
M f (t)

)

= MI
n+1
a

[

(t −a)β−1
D

α ,β
M f (n) (t)

]

= MI
n+1
a

[

(t −a)β−1(t −a)1−β f (n+1) (t)
]

= MI
n+1
a

(

f (n+1) (t)
)

. (21)

Then, performing piecewise integration for the integer-order derivative inEq.(21), we have

MI
α ,β
a

(

D
α ,β
M f (t)

)

= f (t)−
n

∑
k=0

f (k) (a)(t −a)k

k!
.

As integer-order calculus has a result known as integrationby parts, we shall now present, through a theorem, a similar
result which we might call fractional integration by parts.

Using the notation of Eq.(17) for theM-integral:

MI
α ,β
a f (t) = Γ (β +1)

∫ t

a

f (x)
x1−α dx=

∫ t

a
f (x)dαx,

wheredαx=
Γ (β +1)

x1−α dx.

Theorem 11Let f,g : [a,b]→ R be two functions such that f,g are differentiable and0< α < 1. Then

∫ b

a
f (x)Dα ,β

M g(x)dαx= f (x)g(x) |ba −
∫ b

a
g(x)Dα ,β

M f (x)dαx, (22)

with β > 0.

Proof 14Indeed, using M-integral and applying the chain rule (non-integer order) and the fundamental theorem of
calculus, we have

∫ b

a
f (x)Dα ,β

M g(x)dαx = Γ (β +1)
∫ b

a

f (x)
x1−α D

α ,β
M g(x)dx

= Γ (β +1)
∫ b

a

f (x)
x1−α

x1−α

Γ (β +1)
dg(x)

dt
dx

=

∫ b

a
f (x)g′ (x)dx

= f (x)g(x) |ba −Γ (β +1)
∫ b

a

g(x)
x1−α

x1−α

Γ (β +1)
d f (x)

dt
dx

= f (x)g(x) |ba −
∫ b

a
g(x)Dα ,β

M f (x)dαx,

where dαx= Γ (β+1)
x1−α dx.
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Theorem 12Let 0< a< b and let f : [a,b]→ R be a continuous function. Then, for0< α < 1 we have
∣

∣

∣MI
α ,β
a f (t)

∣

∣

∣≤ (MI
α ,β
a | f (t)|), (23)

with β > 0.

Proof 15From the definition of M-integral of orderα, we have
∣

∣

∣MI
α ,β
a f (t)

∣

∣

∣ =

∣

∣

∣

∣

Γ (β +1)
∫ t

a

f (x)
x1−α dx

∣

∣

∣

∣

≤ |Γ (β +1)|
∫ t

a

∣

∣

∣

∣

f (x)
x1−α

∣

∣

∣

∣

dx

= MI
α ,β
a | f (t)| .

Corollary 1Considering f: [a,b]→ R a continuous function such that

N = sup
t∈[a,b]

| f (t)| . (24)

Then,∀t ∈ [a,b] and0< α < 1, we have

∣

∣

∣MI
α ,β
a f (t)

∣

∣

∣≤ Γ (β +1)N

(

tα

α
−

aα

α

)

, (25)

with β > 0.

Proof 16By Theorem12, we have
∣

∣

∣MI
α ,β
a f (t)

∣

∣

∣ ≤ MI
α ,β
a | f (t)|

= Γ (β +1)
∫ t

a
| f (x)|xα−1dx

≤ Γ (β +1)N
∫ t

a
xα−1dx

= Γ (β +1)N

(

tα

α
−

aα

α

)

. (26)

5 Relation With Alternative Derivative

We discuss a possible relation between the alternative derivative and the localM-derivative proposed here.
Katugampola [10] proposed a new fractional derivative which he called alternative derivative, given by

D
α f (t) = lim

ε→0

f
(

teεt−α
)

− f (t)

ε
, (27)

with α ∈ (0,1) andt > 0.
It is easily seen that our definition of localM-derivative Eq.(7)) is more general than the alternative derivative Eq.(27).
The definition in Eq.(7) contains the classical Mittag-Leffler functionEβ (·), which is a generalization of the

exponential function. Indeed, choosingβ = 1 in the definition of the classical Mittag-Leffler function [16,17], we have

Eβ (x) = E1 (x) =
∞

∑
k=0

xk

Γ (k+1)
= ex. (28)

In particular, introducingx= εt−α in Eq.(7) and taking the limitε → 0 we recover the alternative derivativeDα :

D
α ,β
M f (t) = lim

ε→0

f (tE1 (εt−α))− f (t)
ε

= lim
ε→0

f
(

teεt−α
)

− f (t)

ε
= D

α f (t) . (29)
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6 Application

Fractional linear differential equations are important inthe study of fractional calculus and applications. In this section,
we present the general solution of a linear differential equation by means of the localM-derivative. In this sense, as a
particular case, we study an example and perform a graph analysis of the solution.

The general first-order differential equation based on the localM-derivative is represented by

D
α ,β
M u(t)+P(t)u(t) = Q(t) . (30)

whereP(t) , Q(t) areα-differentiable functions andu(t) is unknown.
Using the item 5 of Theorem (2) in the Eq.(30), we have

d
dt

u(t)+
Γ (β +1)

t1−α P(t)u(t) =
Γ (β +1)

t1−α Q(t) . (31)

The Eq.(31) is a first order equation, whose general solution is given by

u(t) = e
−Γ (β+1)

∫ P(t)
t1−α dt

(

Γ (β +1)
∫

Q(t)
t1−α e

Γ (β+1)
∫ P(t)

t1−α dt
dt+C

)

,

whereC is an arbitrary constant.
By definition ofM-integral, we conclude that the solution is given by

u(t) = e− M Iα,β
a (P(t))

(

MIα ,β
a

(

Q(t)eM Iα,β
a (P(t))

)

+C

)

.

Now let us choose some values and functions and make an example using the linear differential equation previously
studied by means of the localM-derivative. Then, takingP(t) =−λ , Q(t) = 0, u(0) = u0, a= 0, 0< α ≤ 1 eβ > 0, we
have the following linear differential equation

D
α ,β
M u(t) = λu(t) , (32)

whose solution is given by

u(t) = u0 e
−λ
α Γ (β+1)tα

= u0E1

(

−λ
α

Γ (β +1)tα
)

,

whereE1(·) is Mittag-Leffler function.
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Fig. 1: Analytical solution of the Eq.(32). We consider the valuesβ = 0.5, λ=1 andu0=20.
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Fig. 2: Analytical solution of the Eq.(32). We take the valuesβ = 1.0, λ=2 andu0=20
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Fig. 3: Analytical solution of the Eq.(32). We choose the valuesβ = 1.5, λ=2.5 andu0=20.

7 Conclusion

We have introduced the so-called localM-derivative, and its correspondingM-integral. We could prove important results
concerning integer-order derivatives of this kind, in particular, derivatives of order one. Forα-differentiable functions in
the context of localM-derivatives we could show that the derivative as proposed here behaves well with respect to the
product rule, the quotient rule, composition of functions and the chain rule. The localM-derivative of a constant is zero,
differently from the case of the fractional derivative in the Riemann-Liouville sense. Moreover, we presentα-differentiable
functions versions associated with the Rolle’s theorem, the mean-value theorem and the extended mean value theorem.

An M-integral is introduced and some results bearing relationsto results in the calculus of integer order are obtained,
among which theM-fractional versions of the inverse theorem, the fundamental theorem of calculus and a theorem
involving integration by parts.

We obtain a relation between our localM-derivative with the local alternative derivative, as presented in section 5 of
the paper, as well as possible applications in several areas, particularly as we show, in the solution of a linear differential
equation. We conclude from this result that the definition presented here can be considered a generalization of the so-called
alternative derivative [10].
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