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Abstract: In this paper, we study the family of distributions termed as exponentiated mukherjee-islam distribution. The 

distribution has three parameters (one scale and two shape). The survival function, failure rate and moments of the 

distributions have been derived. The maximum likelihood estimators of the parameters and their asymptotics have been 

discussed and also the order statistics have been derived. 
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1 Introduction 

            A new family of distributions, namely the exponentiated exponential distribution was introduced by Gupta et al. 

(1998). The family has two parameters (scale and shape) similar to the Weibull or gamma family. Some properties of the 

distribution was studied by Gupta and Kundu (2001). They observed that many properties of the new family are similar to 

those of  weibull or gamma family. They (2001a, 2002) also examined the estimation and inference aspects of the 

distribution. A class of goodness-of-fit tests for the distribution with estimated parameters has been proposed by Hassan 

(2005). 

         Mukherjee-Islam distribution was introduced by Mukherjee and Islam (1983). It is finite range distribution, which is 

one of the most important property of it in recent time, in reliability analysis. Its mathematical form is simple and can be 

handled easily, that is why, it is preferred to use over more complex distribution such as normal, weibull, beta etc.  

         A random variable X is said to have an exponentiated distribution if its cumulative distribution function (cdf) is given 

by  

                                          Fα(𝑥) = [𝐺(𝑥)]𝛼  ,  𝑥𝜖R1 , α > 0.                                           (1) 

and pdf of X is given by  

                                         𝑓𝛼(𝑥) = α[𝐺(𝑥)]𝛼−1g(𝑥)                                                                            (2) 

  

2 Exponentiated Mukherjee-Islam Distribution  

Let us consider the mukherjee-Islam distribution with probability density function (pdf) 

                   g(𝑥) = 
𝑝

𝜃𝑝 𝑥𝑝−1  ,  0 < 𝑥 < θ,   𝑝 >0, θ>0                                                                                (3) 

and the cumulative distribution function (cdf) 

                   G(𝑥) = (
𝑥

𝜃
)

𝑝

          0 < 𝑥 < θ,   𝑝 >0, θ>0                                                                               (4) 

where θ is the scale parameter and 𝑝 is the shape parameter.             

substituting (4) in (1),we will get the cdf of exponentiated mukherjee-islam distribution (EMID) 

                   Fα(𝑥) = [(
𝑥

𝜃
)

𝑝

]
𝛼

 ,    𝑝 >0, θ>0          

  and its probability  density function (pdf) is  
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                                                 𝑓𝛼(𝑥) = 
𝛼𝑝 𝑥𝛼𝑝−1

𝜃𝛼𝑝                

The corresponding survival function is 

                                                𝑆𝛼(𝑥) = 1 - [(
𝑥

𝜃
)

𝑝

]
𝛼

        

and the failure rate is 

                                             ℎ𝛼(𝑥) =   
𝛼𝑝 𝑥𝛼𝑝−1

𝜃𝛼𝑝−𝑥𝛼𝑝                             

Here (α , p ) denote the shape parameters and θ is the scale parameter.  

Fig. 1, Fig. 2, Fig. 3 and Fig. 4 shows the possible shapes of  cdf, pdf, survival function and failure rate of the EMID for 

different values of parameters α, p and θ. 

 

 
 

 

 

 

0 1 2 3 4 5

0
.0

0
.4

0
.8

Fig. 1: CDF plot of EMID
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Fig. 2: pdf plot of EMID
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Fig. 3: Survival Function plot of EMID
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Fig. 4: Failure Rate Function plot of EMID
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3 Moments  

The rthorder moment  E(xr) of  exponentiated mukherjee-islam distribution are computed as follows 

                   E(xr) = ∫ 𝑥𝑟   𝑓(𝑥)𝑑𝑥
𝜃

0
 

                  E(xr) = ∫ 𝑥𝑟   𝛼𝑝 𝑥𝛼𝑝−1

𝜃𝛼𝑝  𝑑𝑥
𝜃

0
 

                  E(xr) = 
𝛼𝑝 𝜃𝑟

𝑟+ 𝛼𝑝
                                                                                                                        (5) 

Put r = 1 and 2 in (5), we get             

                   E(x) = 
𝛼𝑝𝜃 

1+ 𝛼𝑝
              and          E(x2) = 

𝛼𝑝 𝜃2

2+ 𝛼𝑝
            

Therefore,  V(x) = 𝛼𝑝𝜃 [
𝜃 

𝛼𝑝+2
 −  

𝛼𝑝𝜃

(𝛼𝑝+1)2
]             

     Also the different moments of the exponentiated mukherjee-islam distribution can be obtained using the moment 

generating function. Let X have exponentiated mukherjee-islam distribution, then the moment generating function of X is 

obtained by   

MX(t) = E(etx) = ∫ 𝑒𝑡𝑥𝑓(𝑥)𝑑𝑥      
𝜃

0
 

                       = ∫ (1 + 𝑡𝑥 +
(𝑡𝑥)2

2!
+ ⋯)𝑓(𝑥)𝑑𝑥      

𝜃

0
 

                       = ∫ ∑
𝑡𝑟

𝑟!
𝑥𝑟 𝑓(𝑥)𝑑𝑥𝜃

𝑟=0
𝜃

0
 

                       = ∑
 𝑡𝑟

𝑟!
𝐸(𝑥𝑟)𝜃

𝑟=0       

                       =  ∑
(𝑡𝜃)𝑟

𝑟!

𝜃
𝑟=0

𝛼𝑝

(𝑟+𝛼𝑝)
    

  

4 Maximum Likelihood Estimators and Fisher’s Information Matrix                                                        

       In this section, we will discuss the maximum likelihood estimators of the parameters of the exponentiated  mukherjee-

islam distribution and their asymptotic properties. Let X1, X2, X3, … , Xn be a random sample of size n from the 
exponentiated mukherjee-islam distribution, then the likelihood function is given by 

          L(α, p, θ)  = 
(𝛼𝑝)𝑛

𝜃𝑛𝛼𝑝  ∑ 𝑥𝑖
𝛼𝑝−1𝑛

𝑖=1  

The log likelihood function is given by 
          ln L(α, p, θ) = n ln α + n ln p - nαp ln θ + (αp-1) ∑ ln 𝑥𝑖  

𝑛
𝑖=1                                                      (6) 

Therefore the MLE’s of α, p, θ which maximize (6) must satisfy the normal equation   

         
∂

∂α
 ln L(α, p, θ) = 

𝑛

𝛼
 - np ln θ + p∑ ln 𝑥𝑖 = 0 𝑛

𝑖=1                                                                           (7) 

         
∂

∂p
 ln L(α, p, θ) = 

𝑛

𝑝
 - nα ln θ + α∑ ln 𝑥𝑖 = 0 𝑛

𝑖=1                                                                           (8) 

         
∂

∂θ
 ln L(α, p, θ) = 

𝑛𝛼𝑝

𝜃
 = 0                                                                                                             (9) 

From (7), (8) and (9), we obtain the MLE’s of  α, p and θ are given by 

                          𝛼̂ = 
𝑛

𝑝(𝑛 ln θ−∑ ln 𝑥𝑖 
𝑛
𝑖=1 )  

 

                          𝑝̂ = 
𝑛

𝛼(𝑛 ln θ−∑ ln 𝑥𝑖 
𝑛
𝑖=1 )  

  

  and                  𝜃̂ = ∞  ,                which is an absured result. 

Now we apply inspection method. Let us consider n-ordered samples  X(1),X(2), . . . ,X(n), then 

                          0 ≤ X(1) ≤  X(2) ≤ . . . ≤ X(n) ≤ θ 

 =>          θ ≥ X(n) 

Therefore, MLE of θ = X(n)  = the largest sample observation. 

 

      To obtain confidence interval we use the asymptotic normality results. We have that, if 𝜆̂ = (𝛼̂, 𝑝̂, 𝜃̂) denotes the MLE 

of 𝜆̂ = (α, p, θ)′, then 

            √𝑛(𝜆̂– λ)→N3(0 , 𝐼−1(λ)) 
Where 𝐼−1(λ) is Fisher’s Information Matrix given by 
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        I(λ) = - 
1

𝑛

[
 
 
 
 𝐸 (

∂2𝐿

∂α2) 𝐸 (
∂2𝐿

∂α∂p
) 𝐸 (

∂2𝐿

∂α∂θ
)

𝐸 (
∂2𝐿

∂α∂p
) 𝐸 (

∂2𝐿

∂P2) 𝐸 (
∂2𝐿

∂P ∂θ
)

𝐸 (
∂2𝐿

∂α∂θ
) 𝐸 (

∂2𝐿

∂P ∂θ
) 𝐸 (

∂2𝐿

∂θ2) ]
 
 
 
 

 

 

Where         𝐸 (
∂2𝐿

∂α2) = 
𝑛𝑝

𝜃
 ,              𝐸 (

∂2𝐿

∂P2) =- 
𝑛

𝑝2    ,                     𝐸 (
∂2𝐿

∂θ2) = 
𝑛𝛼𝑝

𝜃2  
 

                   𝐸 (
∂2𝐿

∂α∂θ
) = - 

𝑛𝑝

𝜃
 ,        𝐸 (

∂2𝐿

∂P ∂θ
) = - 

𝑛𝛼

𝜃
 ,                  𝐸 (

∂2𝐿

∂α∂p
) = - n ln θ + ∑ ln 𝑥𝑖  

𝑛
𝑖=1                

      λ being unknown, we estimate 𝐼−1(λ) by 𝐼−1(𝜆̂) and can use this to obtain asymptotic confidence intervals for 

α, p and θ.   
   

5 Order Statistics 

      Let X(1), X(2),  . . . , X(n) denotes the order statistics of a random sample X1, X2,  . . . , Xn from a contineous population 

with cumulative density function FX(x) and probability density function fX(x), then the pdf of rth order statistics X(r) is given 

by 

             fx(r)(x) = 
𝑛!

(𝑟−1)! (𝑛−𝑟)!
  fX(x)(𝐹𝑋(𝑥))𝑟−1 (1 − 𝐹𝑋(𝑥))𝑛−𝑟                                                                       (10) 

Therefore, the pdf of the rth order statistics X(r) for exponentiated mukherjee-islam distribution is given by 

           fx(r)(x) = 
𝑛!

(𝑟−1)! (𝑛−𝑟)!
   

𝛼𝑝

𝜃𝛼𝑝  𝑥𝛼𝑝−1 [(
𝑥

𝜃
)

𝛼𝑝

]
𝑟−1

   [1 − (
𝑥

𝜃
)

𝛼𝑝

 ]
𝑛−𝑟

                                                              (11)        

Using the equation (11), the density function of the largest order statistics X(n) is  

                  fx(n)(x) = 
𝑛𝛼𝑝

𝜃𝛼𝑝  𝑥𝛼𝑝−1 [(
𝑥

𝜃
)

𝛼𝑝

]
𝑛−1

   

                             = 
𝑛𝛼𝑝

𝑥𝛼𝑝 [(
𝑥

𝜃
)

𝛼𝑝

]
𝑛

    

and the pdf of the 1st order statistics X(1) is given by  

               fx(1)(x) = 
𝑛𝛼𝑝

𝜃𝛼𝑝  𝑥𝛼𝑝−1 [1 − (
𝑥

𝜃
)

𝛼𝑝

]
𝑛−1

  

 

6 Conclusion 

       In this paper, we have  proposed a new family of distributions called the exponentiated mukherjee-islam distribution. 

The distribution has three parameters (one scale and two shape). The survival function, failure rate and moments of the 

distribution have been derived. The parameters have been obtained using maximum likelihood technique. Also Fisher 

information matrix and order statistics have been derived. 
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